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Bogazici University - General

● One of the top ranking public universities
● Robert College (1863), 1971 integrated into Turkish Univ. Sys.
● The official educational language is English
● 30 PhD and 47 Msc programs
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Cognition, Robotics and Learning Lab
http://colors.cmpe.boun.edu.tr/
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Cognitive Science Track
● Embodied perception
● Affordances
● Tool Use
● Body Representation
● Time perception
● Event perception

https://docs.google.com/file/d/1WxEo3Yd4V5AT_7NRvApXk9ZXBRpedBqX/preview
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Predictive Robotic Manipulation Learning Track

● Learn complex actions from demonstrations and via trial-and-error
● Detect affordances, predict actions along with their parameters

○ Complex multi-modal trajectories, non-linear environment-parameter relationship

● Predict the effect of its actions, before and during their execution.

https://docs.google.com/file/d/110NpUu3TxKVKRjdjhnPQuDLViBmxl65a/preview
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Predictive Robotic Manipulation Learning Track

● Learn complex actions from demonstrations and via trial-and-error
● Detect affordances, predict actions along with their parameters

○ Complex multi-modal trajectories, non-linear environment-parameter relationship

● Predict the effect of its actions, before and during their execution.

https://docs.google.com/file/d/1-PK4iBIRW3mibyaERPYazu8zUDSlYZSp/preview
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• Safe
• General purpose
• Advanced sensorimotor skills
• Social communication and learning
• High-level understanding & reasoning
• Language and planning

Hard-coding or ML not feasible.

Cognitive and Developmental Robotics Track
Neuro-Symbolic Robotics
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DeepSym: Discovering symbols for planning in robotic

● Standard encoding language for “classical” planning tasks
○ Planning Domain Definition Language (PDDL)

● Components of a PDDL planning task:
○ Objects: Things in the world that interest us.
○ Predicates: Properties of objects, relations btw. objects: true or false.
○ Actions: Ways of changing the state of the world.

○ Initial state: The state of the world that we start in.
○ Goal: Things that we want to be true.
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Minimal PDDL Example

Domain Definition (light_domain.pddl):

(define domain light)
(:predicates
  (light-off)
  (light-on)
)

(:action turn-on-light
  :precondition (light-off)
  :effect (and (light-on) (not (light-off)))
)

Problem Definition (light_domain.pddl):

(define problem light_problem)
(:domain light)

(:init
  (light-off)
)

(:goal (light-on))

Use an off-the-shelf AI planner (PDDL solver)

- turn-on-light



Emre Ugur, Bogazici University, Istanbul

Minimal PDDL Example
Domain Definition 

(:predicates ….)

(:action pick
  :parameters (?obj, ?loc)
  :precondition 

(and (robot-at ?loc) 
(object-at ?obj ?loc)
(graspable ?obj)

  :effect 
(and (holding ?obj) 
(not (object-at ?obj ?loc)
(not graspable ?obj)))

)

(:action place ….)
(:action carry ….)

Problem Definition 

(define problem robot_problem)
(:domain robot)
(:init
  (robot-at location1)
  (object-at object1 location1)
  (graspable object1)
)

(:goal (and (object-at object1 location2)))

Use an off-the-shelf AI planner (PDDL solver)

- pick (object1 location1)
- carry (location1 location2)
- place (object1 location2)
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Minimal Probabilistic PDDL (PPDDL) Example
Domain Definition 

(:predicates ….)
(:action pick 
:parameters (?obj ?loc) 
:precondition (and (robot-at ?loc) (object-at 
?obj ?loc) (graspable ?obj) ) 

:effect (probabilistic 
0.9 (and (holding ?obj) (not (object-at ?obj 
?loc)) (not (graspable ?obj))) 
0.1 (and (not (holding ?obj)) 
; The robot fails to pick the object 
(object-at ?obj ?loc) 
; The object remains at the location 
(graspable ?obj)) 
; The object remains graspable ) ) 

(:action place ….)  (:action carry ….)

Problem Definition 

(define problem robot_problem)
(:domain robot)
(:init
  (robot-at location1)
  (object-at object1 location1)
  (graspable object1)
)

(:goal (and (object-at object1 location2)))

Use an off-the-shelf AI planner (PDDL solver)

- pick (object1 location1)
- carry (location1 location2)
- place (object1 location2)
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AI planners since 1970’s

Fikes, Richard E., and Nils J. Nilsson. "STRIPS: A new approach to the application of theorem proving to problem solving." Artificial intelligence 2.3-4 (1971): 189-208.
Kuipers, B.; Feigenbaum, E. A.; Hart, P. E.; and Nilsson, N. J. 2017. Shakey: From Conception to History. AI Magazine 38(1): 88–103.
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Sensor - Symbol mapping
Shakey: Experiments in Robot Planning and Learning (1972)
https://www.youtube.com/watch?v=GmU7SimFkpU&t=87s

Classify sensor data 
into symbols
● Manually
● Learning

classifiers

Requires 
pre-defining 
all symbols



Emre Ugur, Bogazici University, Istanbul

Pre-defining symbols??

● depends on agent, agent’s capabilities, environment, other agents. … 

 … Difficult to provide a general set of symbols...

Possible to provide symbols in extremely constrained settings.

● It breaks quickly in slightly different environments.
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Pre-defining symbols, learning sensor - symbol learning
Neuro-symbolic approaches today
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Pre-defining symbols, learning sensor - symbol learning
Neuro-symbolic approaches today

https://docs.google.com/file/d/1geQesqebBYijJ4WreP6Ip_j8zL01AkbQ/preview
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Pre-defining symbols, learning sensor - symbol learning
Neuro-symbolic approaches today

Is this the right way (relying on LLMs)?

ChatGPT : To build the highest possible tower, we need to consider the stability and balance of the objects.

The best action would be to put the blue cube on top of the red cone (action b). This is because 
the red cone can provide a stable base for the cube, and the cube can sit securely on top of the cone.

B. Celik, A. Ahmetoglu, E. Ugur, E. Oztop, Developmental Scaffolding with Large Language Models, ICDL 2023.

User : There is a red cone, a green cube, a blue cube, a purple cube, and a black cube in the current scene.
Possible actions:
a ) Put the purple cube next to the red cone
b ) Put the blue cube on top of the red cone
c ) Put the purple cube next to the red cone
…..
h ) Put the green cube in front of the blue cube

How can I built the highest possible tower?
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Symbol grounding vs. symbol discovery

Taniguchi, T., Ugur, E., Hoffmann, M., Jamone, L., Nagai, T., Rosman, B., ... & Wörgötter, F. (2018). Symbol emergence in cognitive 
developmental systems: a survey. IEEE transactions on Cognitive and Developmental Systems, 11(4), 494-516.

Predefined symbols and rules 
with human bias

Robot’s continuous 
sensorimotor experience

GROUND

Emerging symbols and rules

Robot’s continuous 
sensorimotor experience

DISCOVER
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Instead of pre-defining symbols, the robots can discover 
symbols themselves

Discover useful! (affordance) symbols

High-level cognition: Reasoning, planning, communication, language

* Adapted from Justus Piater

Taniguchi, T., Ugur, E. et al. (2018). Symbol emergence in cognitive developmental systems: a survey. IEEE TCDS, 11(4), 494-516.
Yamanobe, Natsuki, et al. "A brief review of affordance in robotic manipulation research." Advanced Robotics 31.19-20 (2017): 1086-1101.



Emre Ugur, Bogazici University, Istanbul

Instead of pre-defining symbols, the robots can discover 
symbols themselves

Discover useful! (affordance) symbols

● High-level cognition: Reasoning, planning, communication, language

* Adapted from Justus Piater

Taniguchi, T., Ugur, E. et al. (2018). Symbol emergence in cognitive developmental systems: a survey. IEEE TCDS, 11(4), 494-516.
Yamanobe, Natsuki, et al. "A brief review of affordance in robotic manipulation research." Advanced Robotics 31.19-20 (2017): 1086-1101.

https://docs.google.com/file/d/1O8wkbqnni2MjRz1twQJGhYMNf2hTigAU/preview
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Symbol discovery for (long-horizon) robotic planning

(AAAI 2015)

(ICRA 2015)

(ICML 2020)

(CoRL, 2022)

Partition object features to 
predict effect categories

Partition dataset s.t. subgoal property is 
satisfied, and learn action precondition & 
effect densities.
Learned symbols are sound & complete.

Learn symbols via program 
synthesis that directly increase 
planning performance

Learn object-centric representations
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Table of Contents - Methods
● DeepSym: Discovering symbols via predictive encoder-decoder network with 

binary bottleneck layer
○ Allows symbol-based rule learning and planning
○ Limitation 1: Planning only with one or two objects

■ to allow multi-object planning:
● DeepSym with Attention
● DeepSym with Graph Neural Networks

○ Limitation 2: Actions are already discrete 
■ to discover motion primitives:

● Generative systems (Conditional Neural Processes) with Mixture of 
Experts and Winner-take-all mechanism



Emre Ugur, Bogazici University, Istanbul



Emre Ugur, Bogazici University, Istanbul

(:action stack 
:parameters (?obj1 ?obj2) 
:precondition (and (graspable obj1?) 
(object-at ?obj1 ?loc) (object-at ?obj2 
?loc) (rollable ?obj1) (insertable ?obj2) 
) 

:effect (probabilistic
 
0.9 (and (not object-at ?obj1 ?loc) (not 
object-at ?obj1 ?loc) 
(object-at ?obj3 ?loc) (not graspable 
?obj3) (insertable ?obj3)) 

0.1 (and (not (graspable ?obj1)) 

Discover discrete symbols from continuous experience

1. Learn object symbols that encode effects of actions with neural nets.
a. Symbols encode affordances, i.e. (object, action, effect) relations

2. Use the learned symbols for planning.
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DeepSym: Deep Symbol Generation and Rule Learning

1. Learn object symbols that encode effects of actions with neural nets.
a. Symbols encode affordances, i.e. (object, action, effect) relations

2. Use the learned symbols for planning.
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Interaction with objects with pre-defined actions

Single-object interactions (Push action) Paired-object interactions (Stack action)



Emre Ugur, Bogazici University, Istanbul

Step (I): Interaction with objects with pre-defined actions

push

xafterxbefore

- Input: Depth image of the table.
- 3 actions: [push-front, push-left, push-top]
- Effect: (∆x, ∆y, ∆d, ∆F)
- 5 objects: [sphere, cube, vertical cylinder, 

horizontal cylinder, cup]
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Step (I): Interaction with objects with pre-defined actions

stack

xafterxbefore

- Input: Depth image of the table.
- Single action: [stack]
- Effect: (∆x, ∆y, ∆d)1, (∆x, ∆y, ∆d)2
- 5 objects: [sphere, cube, vertical cylinder, 

horizontal cylinder, cup]
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Step (II): Symbol formation (single objects)

- A differentiable end-to-end deep neural network.
- Binarized hidden units with straight-through estimator (STE) for backprop.
- Predicts the effect of an action.
- Latent layer combines info from observation, action, and effect.

[push-front, push-left, or push-top]
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Step (II): Symbol formation - example

- Object categories found with two binary units (four possible categories).
- Categories can be interpreted as rollable, unstable, stable, insertable.
- Unsupervised, only based on effect.

rollable

unstable

stable

insertable
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Step (II): Symbol formation (single objects)

Our method Auto-encoder based

Obj\Cat (0, 0) (0, 1) (1, 0) (1, 1) (0, 0) (0, 1) (1, 0) (1, 1)

Sphere 0.03 0.97 0.0 0.0 0.09 0.02 0.54 0.35

Cube 0.0 0.0 0.97 0.01 0.05 0.03 0.33 0.59

V. Cylinder 0.01 0.0 0.99 0.0 0.02 0.03 0.47 0.48

H. Cylinder 0.86 0.03 0.10 0.0 0.02 0.02 0.41 0.45

Cup 0.0 0.0 0.02 0.98 0.03 0.01 0.89 0.07
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
- Freeze the previously learned encoder.
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
- Freeze the previously learned encoder.
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
- Freeze the previously learned encoder.
- A new encoder for paired-object categories.
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
- Freeze the previously learned encoder.
- A new encoder for paired-object categories.
- Concatenate the action.

[stack]
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
- Freeze the previously learned encoder.
- A new encoder for paired-object categories.
- Concatenate the action.

[stack]
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Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
- Freeze the previously learned encoder.
- A new encoder for paired-object categories.
- Concatenate the action.
- Predict the effect.

[stack]



Emre Ugur, Bogazici University, Istanbul

Step (II): Symbol formation (paired objects)

- Symbols are discovered from single object interactions (i.e. push from different sides).
- Use these symbols in further learning.
- Freeze the previously learned encoder.
- A new encoder for paired-object categories.
- Concatenate the action.
- Predict the effect.

[stack]
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Step (II): Symbol formation (paired objects)

- One dimensional paired-object categories for varying sizes.
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Step (II): Symbol formation

- One dimensional paired-object categories for varying sizes.
- When the below object is cup, the relation loosely resembles is-larger-than.
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Step (III): Decision tree learning

- Transform the learned symbols into probabilistic rules.
- Input: object categories concatenated with action
- Output: generated effect (the decoder’s output)
- 5 different symbols -> 2^5 possible effect categories
- Cluster effect categories for duplicate removal
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Step (IV): Translation of rules to PPDDL operators

Below object category is (1, 1) 
=>(x11 ?below)

Above object category is 
(0, 1) =>(x01 ?above)

Paired-object relation is 
false=> (relation0 
?below ?above)
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Objective: A tower with height=1 using 4 objects
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Objective: A tower with height=1 using 4 objects
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Objective: A tower with height=4 using 4 objects
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Objective: A tower with height=4 using 4 objects
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Objective: A tower with height=5 using 5 objects
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Objective: A tower with height=5 using 5 objects
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E. Ugur, J. Piater, Bottom-Up Learning of Object Categories, Action Effects and Logical Rules: From Continuous Manipulative Exploration to Symbolic Planning, IEEE Intl. 
Conf. on Robotics and Automation (ICRA), pp. 2627-2633, 2015.
E. Ugur, J. Piater, Refining discovered symbols with multi-step interaction experience, IEEE-RAS Intl. Conf. on Humanoid Robotics , pp. 1007-1012, 2015.

http://www.youtube.com/watch?v=ZrfJej5Jkps
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What are the limitations of this architecture?
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What are the limitations of this architecture?
1. Learn symbols of one or two objects

○ Require to discover symbols for multiple objects and relations

2. Assume pre-defined discrete actions
○ Require to find discrete action symbols in continuous motor space.


