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⾳声研究のすゝめ
• ⽇本は⾳声・⾳響分野で国際的に超強い

• 先駆的研究 (LPC by 板倉, DP matching by 迫江・千葉）
• 国際学会をリード(主要会議であるInterspeechは⽇本⼈が作った!)
• ATR, NTT, 名⼯⼤などの国際的に有名な研究機関
• IEEE Speech and Language Processing Technical Committee (SLTC)

• ⾳声分野における指導的国際的委員会
• 六⼗⼈中⼗⼈以上が⽇本⼈！（２０１９年１２⽉）
• ⽇本で⻑年研究している（していた）外国⼈研究者も多数在籍

• 多くの世界的に有名な⾳声処理ソフトウェア(Julius, HTS)やデータベース
• 本トークでは、もう⼀つの⽇本発の⾳声⾳響研究における世界的な取り組
みである、ESPnetプロジェクトを紹介



Today’s talk

• Introduction of ESPnet, end-to-end speech processing toolkit
• Broadened Applications
• Automatic speech recognition (ASR)

• Performance improvement
• RNN-transducer
• Non-autoregressive modeling

• Text to speech (TTS)
• Voice conversion
• Speech translation
• Speech enhancement



ESPnet , launched in December 2017



Our initial report at Interspeech 2018



Our initial report at Interspeech 2018

Many contributions from researchers in Japan 



ESPnet , launched in December 2017

• Open source (Apache2.0) end-to-end speech processing toolkit
•Major concept
• Accelerates end-to-end research for speech researchers

• Initially Chainer but later PyTorch based dynamic neural network toolkit as an 
engine
• Easily develop novel neural network architecture

• Follows the famous speech recognition (Kaldi) style 
• Data processing, feature extraction/format
• Recipes to provide a complete setup for speech processing experiments

• The project is greatly accelerated in these three years



Our latest report at DSLW 2021



Our latest report at DSLW 2021

• Still many contributions from researchers in Japan
• The project becomes bigger and more international
• Today’s main talk 



Activity statistics (from 2018 to 2020)

• Citations, contributors, 
recipes (examples), and stars
are all growing

i.e.,
• Developers have increasingly 

supported the development 
of ESPnet
• has been used in various 

research groups and 
contributed a lot to speech 
research activities
• ESPnet 3.5K stars, Chainer 

5.5K stars, Julius 1.3K stars

Aug. 2018 (v .0.2.0) Dec. 2019 (v.0.6.0) Dec. 2020 (v.0.9.6)
Citations 19 95 321
Contributors 17 53 94
Recipes 19 47 62
Stars 610 1700 3100
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Major change in the internal framework
From ESPnet1 to ESPnet2

ESPnet2: a new system for DNN training to extend our system from v.0.7.0

Major update to deal with
• Distributed training, on-the-fly feature extraction from the raw waveform
• Improved the scalability
• Improved software workflow by enhancing the continuous integration, enriching 

documentation, supporting the docker, pip install, and model zoo functions.

• The migration is ongoing (ASR and TTS are already finished) 
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• ESPnet (ASR+X) covers the following topics complementally

• Why can we support such wide-ranges of applications?

ASR
17
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• ESPnet (ASR+X) covers the following topics complementally

• Why can we support such wide-ranges of applications?

ASR

TTSSpeech translation

Speech enhancement
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Broadened Applications



High-level benefit of e2e neural network
- Unified views of multiple speech processing 

applications based on end-to-end neural architecture
- Integration of these applications in a single network
- Implementation of such applications and their 

integrations based on an open-source toolkit like 
ESPnet, nemo, espresso, ctc++, fairseq, speechbrain, 
opennmtpy, lingvo, etc. etc., in a unified manner



Automatic speech recognition (ASR)
• Mapping speech sequence to character sequence

“Thatʼs another story”

ASR



Speech to text translation (ST)
• Mapping speech sequence in a source language to 

character sequence in a target language

“Das ist eine andere 
Geschichte”Thatʼs 

another 
story

N=31

ST



Text to speech (TTS)
• Mapping character sequence to speech sequence

“Thatʼs another story”

TTS



Speech enhancement (SE)
• Mapping noisy speech sequence to clean speech 

sequence
SE



All problems are represented as



Unified view with sequence to sequence
- All the above problems: find a mapping function from 

sequence to sequence (unification)

• ASR: X = Speech, Y = Text
• TTS: X = Text, Y = Speech
• ST: X = Speech (EN), Y = Text (JP)
• Speech Enhancement: X = Noisy speech, Y = Clean speech

- Mapping function
- Sequence to sequence (seq2seq) function
- ASR as an example



Seq2seq end-to-end ASR

Mapping seq2seq function
1. Connectionist temporal classification (CTC)
2. Attention-based encoder decoder
3. Joint CTC/attention (Joint C/A)
4. RNN transducer (RNN-T)
5. Transformer



Unified view

- Target speech processing problems: find a mapping 
function from sequence to sequence (unification)

• ASR: X = Speech, Y = Text
• TTS: X = Text, Y = Speech
• ...

- Mapping function (f)
- Attention based encoder decoder
- Transformer
- ...



Seq2seq TTS (e.g., Tacotron2) [Shen+ 2018] 

- Use seq2seq generate a spectrogram feature sequence
- We can use either attention-based encoder decoder or 

transformer



Unified view → Unified software design

We design a new speech processing toolkit based on 



We design a new speech processing toolkit based on 

Unified view → Unified software design
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ESPnet: End-to-end 
speech processing toolkit

Interspeech 2019 tutorial: Advanced methods for neural end-to-end speech processing 09/15/2019



We design a new speech processing toolkit based on 

Unified view → Unified software design

31

ESPnet: End-to-end 
speech processing toolkit

Interspeech 2019 tutorial: Advanced methods for neural end-to-end speech processing 09/15/2019

Speech
Text
English Speech
Noisy Speech

Text
Speech
German Text
Clean Speech



We design a new speech processing toolkit based on 

Unified view → Unified software design

32

ESPnet: End-to-end 
speech processing toolkitCTC

Attention
Joint C/A
RNN-T
Transformer



We design a new speech processing toolkit based on 

Unified view → Unified software design

33

ESPnet: End-to-end 
speech processing toolkit

- Many speech processing applications can be unified based on seq2seq
- Nemo, Fairseq, Lingvo, Espresso, SpeechBrain, Asteroid and other toolkits also fully make 

use of these functions
- We are closely collaborating/interacting with them



Today’s talk

• Introduction of ESPnet, end-to-end speech processing toolkit
• Applications
– Automatic speech recognition (ASR)

• Performance improvement
• RNN-transducer
• Non-autoregressive modeling

– Text to speech (TTS)
– Voice conversion
– Speech translation
– Speech enhancement



Automatic speech recognition (ASR)
• Mapping speech sequence to character sequence

“Thatʼs another story”

ASR



Maintaining state-of-the-art performance in ASR

Error rate:
Lower is better



Maintaining state-of-the-art performance in ASR

Error rate:
Lower is better



ESPnet Transformer



ESPnet Transformer

• One of the first success in the speech areas
• The performance was boosted 



Transformer boosted the performance 

• Improve the performance from RNN with 13 ASR tasks among 
15 tasks

• Reaching the Kaldi performance (state-of-the-art non end-to-
end ASR) in half of tasks



Transformer boosted the performance 

• Improve the performance from RNN with 13 ASR tasks among 
15 tasks

• Reaching the Kaldi performance (state-of-the-art non end-to-
end ASR) in half of tasks



Experiments (~ 1000 hours)
Librispeech

• Very sensational results by Google

Toolkit dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8



Experiments (~ 1000 hours)
Librispeech

• Reached Google’s best performance by community-driven 
efforts

Toolkit dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7









Good example of “Collapetition”
= Collaboration + Competition

47



Experiments (~ 1000 hours) in August 2019 
Librispeech

Toolkit dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7



Experiments (~ 1000 hours) in March 2020 
Librispeech

Toolkit dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7
Google Conformer N/A N/A 1.9 3.9



ESPnet Conformer



ESPnet Conformer

• We try to follow Google’s conformer work
• Also apply conformer to ST, TTS, as well as 

ASR



Experiments (~ 1000 hours) in October 2020 
Librispeech

We continue to work on catching up SOTA

Toolkit dev_clean dev_other test_clean test_other
Facebook wav2letter++ 3.1 10.1 3.4 11.2
RWTH RASR 2.9 8.8 3.1 9.8
Nvidia Jasper 2.6 7.6 2.8 7.8
Google SpecAug. N/A N/A 2.5 5.8
ESPnet 2.2 5.6 2.6 5.7
Google Conformer N/A N/A 1.9 3.9
ESPnet Conformer 1.9 4.6 2.1 4.7
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RNN/Transformer Transducer [Boyer+(2021)]

• RNN or transformer transducer
– Good for streaming

– ESPnet has various architecture supports (LSTM, CNN, Transformer, conformer)
– Also supports various beam search algorithms
– We are now summarizing our efforts as a report, stay tuned!

Joint 
model



Non-Autoregressive modeling [Higuchi+(2020)]

CTC
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iteration 2

• The most complicated part in ASR: Left-to-right beam search (several hundreds of 
lines)

• BERT-like iterative mask predict
• Achieved 0.07 real time factor!

(Takes only 70ms to decode 1 sec utterance)
– No software optimization
– Just CPU

• Only 20 lines for coding



Today’s talk

• Introduction of ESPnet, end-to-end speech processing toolkit
• Broadened Applications
– Automatic speech recognition (ASR)

• Performance improvement
• RNN-transducer
• Non-autoregressive modeling

– Text to speech (TTS)
– Voice conversion
– Speech translation
– Speech enhancement



Text to speech (TTS)
• Mapping character sequence to speech sequence

“Thatʼs another story”

TTS



ESPnet TTS



ESPnet TTS
• Mainly focuses on the development of text to mel-spectrogram (text2mel) models. 
• It supports Tacotron2 and Transformer-TTS (AR), and FastSpeech and FastSpeech2 (non-AR)
• Multi-speaker extensions with X-vector and global style token. 
• Of course, we can easily switch to transformer or conformer 
• Users can quickly develop the state-of-the-art baseline systems for the research purpose
• A lot of examples and demonstration systems, which works in real-time for various 

languages, including English, Mandarin, and Japanese
https://colab.research.google.com/github/espnet/notebook/blob/master/espnet2_tts_realtim
e_demo.ipynb

• Special thanks to Dr. Heiga Zen at Google for his valuable comments for this work!!!

https://colab.research.google.com/github/espnet/notebook/blob/master/espnet2_tts_realtime_demo.ipynb




Voice conversion challenge 2020 baseline system



Voice conversion challenge 2020 baseline system

• Combining ASR and TTS to build a VC system
• Placed 2nd in terms of conversion similarity in 

the official listening test.
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Speech to text translation (ST)
• Mapping speech sequence in a source language to 

character sequence in a target language

“Das ist eine andere 
Geschichte”Thatʼs 

another 
story

N=31

ST



ESPnet-ST



ESPnet-ST

• Support the speech translation (ST) task with both the traditional 
pipeline approach (ASR + NMT) and end-to-end (E2E) approach
– ESPnet also supports NMT and comparable performance to the other 

toolkit

• We demonstrated the state-of-the-art translation performance in 
standard ST benchmarks
– MUST-C, IWSLT, Fisher Callhome Spanish

• Again, new progresses in ASR can be easily transferred to ST 
performance improvement, e.g., conformer, non-AR modeling
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Speech enhancement (SE)
• Mapping noisy speech sequence to clean speech 

sequence
SE



ESPnet-SE



ESPnet-SE

• One of the biggest changes in ESPnet
• Include ALL speech enhancement functions



Speech enhancement 
Several types of problems

• Denoising (people mainly call it speech enhancement)

• Dereverberation

• Separation

Denoising

Separation

Dereverber
ation

71
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Several types of problems
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Microphone array processing
Single to multiple microphones

• Denoising (people mainly call it speech enhancement)

• Separation

• Dereverberation

Denoising
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Microphone array processing
Single to multiple microphones

• Denoising (people mainly call it speech enhancement)

• Separation

• Dereverberation

Denoising

Make a spatial beam (beamforming) 
to only pick up desired signals



Microphone array processing
Single to multiple microphones

• Denoising (people mainly call it speech enhancement)

• Separation

• Dereverberation

Denoising

Separation

Dereverber
ation
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Differentiable speech enhancement frontend

• ESPnet SE can be used as an independent enhancement module
– Denoising, Dereveberation, Separation
– Single channel or multichannel

• ESPnet SE can be used as a differentiable enhancement module

• We can realize a cocktail party effect by a machine

Speech Enhancement Speech Recognition

Back Propagation



• Cocktail Party is one of my first 
research topics when I started 
speech research

• I’m struggling how to tackle 
these issues for 20 years…

• I could not a find a way…

HMM? N-gram? NMF?
Graphical model?
Bayesian? Discriminative?

Cocktail Party

80



Now we have a way 
to do!

Neural net
GPU
Open source
Great colleagues

Cocktail Party
ASR-TTS

81



Summary and future work

•End-to-end speech processing has a lot of potentials
•ESPnet provides state-of-the-art and reproducible research
•Future work
•More applications, e.g., speaker diarization (initial version is already included), 

audio event detection, speaker verification
• Real-time/streaming applications (including RNN transducer)
• Continues to follow the state-of-the art performance

We are working on this project for the 
community contribution!!!



•求む！共同開発者！！！
•どんな形の貢献でも結構です
•日本から世界に発信しましょう！
•まずは使ってみてください！！！
https://github.com/espnet/espnet

•興味のある方は遠慮なく
shinjiw@ieee.orgまでご連絡を！！

mailto:shinjiw@ieee.org


Thanks a lot!!!


