
Less is More: Removing Redundancy of Graph 
Convolutional Networks for Recommendation

Shaowen Peng

Kyoto University, Yoshikawa&ma Lab
tanatosu@foxmail.com

1



Recommendation
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Recommendation
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• Task: Sequential/session-based, Social-based, Image-based, 
Explainable, Click-rate prediction, Collaborative filtering 

• Methods: user/item-based, model-based, neural network-
based, attention mechanism-based, transformer based, 
graph-based (graph neural network, GNN)



Task Definition
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Goal: to predict unobserved interactions based on the interaction 
matrix 𝐑 ∈ {𝟎, 𝟏} 𝓤 × 𝓘 . 0 unobserved, 1 observed.

Unlike other tasks, the available 
data for CF is quite limited and 
scarce while fundamental.



Learning Paradigm
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Why Graph?
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How to offer accurate recommendation when users have 
few interaction data? 

User

Item

First-hop Second-hop Third-hop



Graph Definition
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Considering 𝐑 ∈ {𝟎, 𝟏} 𝓤 × 𝓘 as a bipartite graph, where 
users/items are nodes, interactions are edges. The adjacency 
matrix is defined as:

With other side info such as social relation, user-
user, item-item can be connected. 



A GNN Learning Paradigm for CF

1. Each user/item is characterized as an embedding vector 𝒆𝒖, 𝒆𝒊.

2.  𝐡𝐮
(𝐤+𝟏)

= 𝐀𝐠𝐠𝐫𝐞𝐠𝐚𝐭𝐨𝐫(𝐡𝐢
𝐤

𝐢 𝐢𝐬 𝐝𝐢𝐫𝐞𝐜𝐭𝐥𝐲 𝐜𝐨𝐧𝐧𝐞𝐜𝐭𝐞𝐝 𝐭𝐨 𝐮 (repeat)

3. Final embedding 𝐨𝐮 = 𝐩𝐨𝐨𝐥𝐢𝐧𝐠(𝐡𝐮
𝐤
, 𝐤 = {𝟏, 𝟐, … })

4. Predict rating: 𝐨𝐮
𝐓𝐨𝐢

Aggregator is a function to aggregate message from neighborhood
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A GNN Learning Paradigm for CF
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aggregator

aggregator

𝐡𝐢𝟒
(𝐤)

→ 𝐡𝐢𝟒
(𝐤+1) 

𝐡𝐮
(𝐤)

→ 𝐡𝐮
(𝐤+𝟏) 

𝐡𝐢𝟏
(𝐤)

 

𝐡𝐢𝟐
(𝐤)

 

𝐡𝐢𝟑
(𝐤)

 

𝐡𝐯
(𝐤)

 

The updating is simultaneous across the whole graph



A GNN Learning Paradigm for CF

Most works for CF use Graph Convolutional Networks (GCN), the 
difference mostly lies in the Aggregator:

(Method): (What algorithm for Aggregator)

Pinsage: Random Walk

KGAT (Knowledge Graph): Attention Mechanism

NGCF, SpectralCF, LightGCN: Adjacency Matrix (GCN)
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Graph Convolutional Network (GCN)
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GCN uses normalized adjacency matrix to aggregate neighborhood:

𝐇 𝒌+𝟏 = 𝛔 ෡𝐀𝐇 𝒌 𝐖 𝒌+𝟏

The spectral radius can be explosive if we do not normalize adjacency matrix



Graph Convolutional Network (GCN)
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𝐡𝐮
𝐤+𝟏

= 𝛔 ෍

𝐢∈𝓝𝓾

𝛂𝐮𝐢𝐡𝐢
𝐤
𝐖 𝐤+𝟏 , 𝐡𝐢

𝐤+𝟏
= 𝛔 ෍

𝐮∈𝓝𝐢

𝛂𝐢𝐮𝐡𝐮
𝐤
𝐖 𝐤+𝟏

𝛂𝐮𝐢 =
𝟏

𝐝𝐮𝐝𝐢 normalized weight, 𝐝𝐮, 𝐝𝐢 are the node degree
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LightGCN
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Can be removed



LightGCN
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Activation function and feature transformation are removed:

𝐇 𝒌+𝟏 = ෡𝐀𝐇 𝒌 = ෡𝐀𝒌+𝟏𝐇 𝟎

(aggregate k+1 hop neighbors)

u

https://dl.acm.org/doi/abs/10.1145/3397271.3401063



LightGCN

15

Final embeddings are generated as:

𝐎 =෍
𝒌=𝟎

𝐊 𝐇(𝒌)

𝐊 + 𝟏
= ෍

𝒌=𝟎

𝐊 ෡𝐀𝒌

𝐊 + 𝟏
𝐄

 (𝐄 is the initial embedding)



Unsolved Questions
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• Why and how GCN works for recommendation, and why it 
surpasses traditional and other advanced algorithms?

• Compared with traditional methods, GCN-based methods 
suffer from high computational cost and poor scalability. 
Can we design a more efficient GCN learning paradigm?



Feature Redundancy
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Graph from Spectral Perspective

෡𝐀 = σ𝐢𝛌𝐢𝐯𝐢𝐯𝐢
𝐓    (spectral decomposition)     
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λ1

λ2

λ3

Spatial Spectral



Graph from Spectral Perspective

෡𝐀 = σ𝐢𝛌𝐢𝐯𝐢𝐯𝐢
𝐓    (spectral decomposition)

𝐯𝐢 eigenvector, 𝛌𝐢 eigenvalue     
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• Larger eigenvalue             Smaller Variation

• Small variation implies nodes are similar to their neighbors (Smoothed, Low freq)

• Large variation emphasizes the node dissimilarity (Rough, High freq)

Definition: The variation of a graph signal  (𝐯𝐢 here) measures the 
difference between the signal at each node and its neighborhood:

||𝐯𝐢 − ෡𝐀𝐯𝐢||=1- 𝛌𝐢 ∈ [0,2)   𝝀𝒊 ∈ (−𝟏, 𝟏]



We are interested in how different spectral features 
contribute to recommendation

෡𝐀′ = σ𝐢𝚳(𝛌𝐢)𝐯𝐢𝐯𝐢
𝐓 𝚳(𝛌𝐢)={0, 𝛌𝐢 }

For the tested feature Μ(λ𝑖)= λ𝑖 , otherwise Μ(λ𝑖)=0 
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෡𝐀 = σ𝐢𝛌𝐢𝐯𝐢𝐯𝐢
𝐓    (spectral decomposition)     

Graph from Spectral Perspective



1. Only a very few features truly contribute to the accuracy.

2. The features not either smoothed or rough are useless.

3. Smoothed features contribute more to the accuracy than rough ones.

CiteULike (Sparse) MovieLens (Dense)
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Graph from Spectral Perspective



22

Graph from Spectral Perspective

What does this mean?

• User’s interactions reflect their preference.

• Sometimes user might be interested in the items 
opposite to user’s past interest.

• Users are no interested in the items that are not 
irrelevant (positively or negatively) to their past 
interest.



Analysis on LightGCN

By stacking layers, GCN tends to emphasizes smoothed 
features and filter out other features.

𝐇(𝐤+𝟏) = 𝐀𝐇 𝐤

𝐎 =෍

𝒌

𝐇 𝒌

𝐤 + 𝟏
= ෍

𝐢

(෍

𝒌

𝛌𝒊
𝒌

𝐊 + 𝟏
) 𝐯𝒊𝐯𝒊

𝐓 𝐄
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Weight for v_i



Spectral Features

• The importance of different spectral features varies on tasks 
(recommender system, node classification, anomaly detection, 
etc.)

• The rough features (High frequency) are important when the 
connected nodes are more different than alike.

• “Revisiting graph neural networks: Graph filtering perspective” 
(Co-authored by Prof. Murata)

24



Structure Redundancy
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What Makes Representations Different ?
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𝐎 =෍
𝒌=𝟎

𝐊 𝐇(𝒌)

𝐊 + 𝟏
= ෍

𝒌=𝟎

𝐊 ෡𝐀𝒌

𝐋 + 𝟏
𝐄

𝐨𝐤 =෍𝛼𝑘𝑧
𝑧∈𝒱

𝐞𝐳 

Same for all 
nodes

𝐡𝐮
(𝐤+𝟏)

 

𝐡𝐢𝟏
(𝐤)

 

𝐡𝐢𝟐
(𝐤)

 

𝐡𝐢𝟑
(𝐤)

 

Sum

The difference of different 
representations lies in 

𝛂𝒖𝒊𝟏 

𝛂𝒖𝒊𝟐 

𝛂𝒖𝒊𝟑 = 0 

𝛂𝒖𝒊 



What Makes Representations Different ?
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According to spectral decomposition with V as the eigenmatrix:

𝛂𝐤𝐳 =
σ𝐥=0
𝐋 ෡𝐀𝐤𝐳

𝐥

𝐋 + 1
= 𝐕𝐤∗ ⊙

σ𝐥=0
𝐋 𝛌𝐥

𝐋 + 1
𝐕𝐳∗
𝐓

𝐕𝐤∗ is k-th row of V, ⊙ stands for the element-wise multiplication 



What Makes Representations Different ?
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Common for all 
nodes𝐨𝐮 =  𝐕𝐮∗ ⊙

σ 𝜆𝑙𝐿
𝑙=0

𝐿 + 1
 𝐕𝐓𝐄 

𝐨𝐢 =  𝐕𝐢∗ ⊙
σ 𝜆𝑙𝐿
𝑙=0

𝐿 + 1
 𝐕𝐓𝐄 

Weighted Spectral 
Features



What Makes Representations Different ?
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Original: LightGCN

Simplified: Replacing the 

term V^TE with a weight 

matrix



What Makes Representations Different ?
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𝐨𝐮 = 𝐕𝐮∗ ⊙
σ𝐥=𝟎
𝐋 𝛌𝐥

𝐋 + 𝟏
𝐖

𝐨𝐢 = 𝐕𝐢∗ ⊙
σ𝐥=𝟎
𝐋 𝛌𝐥

𝐋 + 𝟏
𝐖

Without W, unparameterized 

model, optimization not 

required

The Simplified model does not requires neighborhood 

aggregation, it is equivalent to a linear model



Summary
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𝐎𝐔 = 𝐏 𝐊 𝐝𝐢𝐚𝐠 𝚫 𝛔𝐤 𝐖

𝐎𝐈 = 𝐐 𝐊 𝐝𝐢𝐚𝐠 𝚫 𝛔𝐤 𝐖

It has the following three components:

• Stacked top-K smoothest left and right singular vectors of ෡𝐑: 𝐏 𝐊 ∈ 𝐑 𝕌 ×𝐊

and 𝐐 𝐊 ∈ 𝐑 𝕀 ×𝐊.

• GCNs use a polynomial to weight the spectral features. Here, we abstract

it as a nonparametric function Δ ⋅
• A feature transformation 𝐖 ∈ 𝐑𝐊×𝐝, 𝐾 ≪ min 𝒰 , ℐ (optional)

Summarizing the findings from Feature and Structure redundancy, we can 
simplify GCN as:



Distribution Redundancy
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Spectral Distribution Matters
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We observe that a the graph with a flatter (sharper) spectral 

distribution (the spectral value drops more slowly (quickly)) requires 

more (fewer) features.

sharperflatter



How to Reduce the Spectral Features?
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The higher weights over the high-degree-nodes tend to 

sharpen the distribution

ഥ𝐀𝐮𝐢 = 𝐰 𝐝𝐮 𝐰 𝐝𝐢

𝐰 𝐝𝐮 =
𝟏

𝐝𝐮
in the original setting

෡𝐀𝐮𝐢 =
𝟏

𝐝𝐮𝐝𝐢



Sharpen the Distribution
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𝐰 𝐝𝐮 =
𝟏

𝐝𝐮 + 𝛂



Adversarial Training
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𝐎𝐔 = 𝓝 𝐏 𝐊 𝐝𝐢𝐚𝐠 𝚫 𝛔𝐤 , 𝛍 𝐖

𝐎𝐈 = 𝓝 𝐐 𝐊 𝐝𝐢𝐚𝐠 𝚫 𝛔𝐤 , 𝛍 𝐖



Training Objectives
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ℒ𝓂𝒶𝒾𝓃 = ෍ ෍ ln𝜎 (𝐨𝐮
𝐓𝐨𝐢+ − 𝐨𝐮

𝐓𝐨𝐢-)

(𝑢 ,𝑖+)∈𝐑+,(𝑢,𝑖-)∉𝐑+𝑢∈𝒰

 

ℒ𝓊𝓈ℯ𝓇 = ෍ ෍ ln𝜎  𝐨𝐮
𝐓𝐨𝐮+ − 𝐨𝐮

𝐓𝐨𝐮- 

(𝑢 ,𝑢+)∈, (𝑢 ,𝑢 -)∉ℰ𝒜𝒰
ℒ𝑢∈𝒰

 

ℒ𝒾𝓉ℯ𝓂 =෍ ෍ ln𝜎  𝐨𝐢
𝐓𝐨𝐢+ − 𝐨𝐢

𝐓𝐨𝐢- 

(𝑖 ,𝑖+)∈, (𝑖 ,𝑖-)∉ℰ𝒜ℐ
ℒ𝑖∈ℐ

 

ℒ = ℒ𝓂𝒶𝒾𝓃 + 𝛿ℒ𝓊𝓈ℯ𝓇 + 𝜁ℒ𝒾𝓉ℯ𝓂 + 𝛾|Θ|2
2 

user-user relations

Item-item relations



Experiments
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Accuracy
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CSGDE: with all designs

RSGDE: with only L_main loss

SGDE: RSGDE without 

adversarial training

SGDE-S: without W, no 

training required



Efficiency
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Remove Distribution Redundancy
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Thanks for Your Kind Attention!

ご清聴ありがとうございました。

質疑応答は日本語オッケー
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