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l. Introduetion

A basic problem of data processing systems is how to achieve
high performance interfaces to large volume dafta storage
saystems. This problem will becone even more relevant in
connection with large scale knowledge base systems., In
order to reduce the nurber of accesses to slow storage
devices, storage systems with large semiconductor buffer are
now being used. An important faector decisive for the buffer
hit ratic is the loeczlity of references,

In this statement, it is suggested, to improve the hit ratio
by utilizing semantic criteria for buffer refreshment.
Representation of knowledge using higher level concepts such
as objeet eclasses and instances provides sone means for
defining semantically meaningful clusters of objects. These
clusters (or contexts) may be used as well as ceriteria for
physically eclustering data on disks z2s well as for improving
buffer hit ratio. Two architecturzl nodels are discussed:
multi-level storage 2nd single level storage which makes
access to secondary storage transparent for progranmns. An
implementation of failszafe storeage for transaction
processzing based on shadows of objects, is outlined.

The paper is very sketechy, because it is intended 23 a basis
for discussion not as a well-defined solutien te the
problems mentioned above.

2.Levels of Implepentation and basic zssumptions

Inmplementation of a complex structured system can be
subdivided into & hierarchy of virtuzl machines. "Ezch of
these machines is defined by a set of data structures and
cperations. Mappings heve £to be defined between adjacent
levels.

He subdivide & knowledge base system in a wvery simplified
way into a two-level hierarchy:

- the knowledge representation level (XR)
-~ the knowledge storage level (ES)

The first level includes all structures and operations wused
to gcongeptually describe and mnanipulate knowledge. This
inecludes facts and rules of inference &s well as
aggregations of objects, such as object instances, object
classes, meta classes (see [SKELN B3]) or modules (see chap.
6 in [KLDG €3]) and operations, such as content inquiry.

The second level includes all mechanisms needed to map the
higher level construcis to physiczl images, which may be



stored in and retrieved from high volume storage devices.
This level is essentially some kind of database machine.

We are not going to discuss the mapping of higher level
objects to constructs executable on a machine (without
reference to data on secondary storage devices). A
convineing methodology has been suggested by Logice
Programning.

Some basic assurcptions on future technology have to be made
in order to set up some frame for discussion.

Storage of large quantities of data ( > 100 HB) requires
devices which have considerably longer access tipne than fast
nemory. beczuse of wmechanical movement of the =zectuators
invelved, the ratic is 1:105. It is assumed furthermore
that fast access storage will be volatile as opposed to slow
larpe capacity storage devices.

The sassumptions have a heavy impact on the overall
performance of a system. Although the concept of
performance does not consistently fit inte 2 computational
model, it is dangerous to ignore it during overall design of
2 system. This holds in particular for very slow operations
such as external I/0.

2. Enowledge representation

tfe =adopt the model of knowledge representation {ER)
suggested in [SKAM 83] and [KELDG B83], at least our
understanding of the representation nmodel.

The following kinds of gbijects are defined:

objsct classes: they consist of facets and rules common to
a set of objects ( e.g. a general frame specifying the
conecept of a 'disease' in 2 wmedical consulting system).
obiect instances: conerete examples (instantiations) of a
class (e.g. =2 specific disease such as pneumoniz)
peta classes: abstrectionsz of concepts wused to° define
classes (e.g. the way of defining and using rules in a
mediczl KE)
nedules; the set of instances, elasses and meta classes
relevent to a partieuvlar domain.

Objeets are linked by different kinds of mechanisms. There
are explicit relationships defined between objeects on
different levels of abstraction ( e.g. an instance

ig-element of a elass) or implieit relationships z2re induced
by identical values used zs arguments of sone predicate. In
general, relationships may be associatively connected, i.e.
# 1s related to Y if there ere objects X1,...,Xn and
relationships R1,...Rn+1 and (R1,%,%1), (R2,X1,x2),
. (Ro+1,¥%n,¥Y).

iflo assunptions are pade about how relationships of objects
are implemented. The objects itself are naturally
implemented by -sets of facts =znd eclauses in a logic
programming environment.
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Given an objeect, we may define its gontext. Roughly
zpeaking, the context of an object X is the set of all
objects ¥, where there exists a relationship between X and
Y.
Sinece there is a variety of ways to define specific
relationships, this ec¢haracterization of a context is too
general. It may easily ineclude the entire knowledge base.

A language 4is therefore needed which allows to define
different shaped contexts of an objeet. We are not going to
propose such kind of language for specifying semantical
relationships between objects, but rather give some infermal
examples (uppercase for variables, lowercase for constants).

etx (obj,C): the set of all facts given by the definition
of eclass € of which obj is an element, furthermore those
facts and rules derived by means of inference rules of C
using the facts given by obj. (this is the simplest type of
ctx whieh includes the inheritage of properties of objects
from their class)

etx{obi,rl: the szet of all objects, related to obj by the
specifie relation r

otx{obi, B(ri,...rp}): the set of those objects related to
obj by a boolean condition of relationships

ctxf{obi.ri,r2}; the set of objects X related to obj by ri
Jjoined with etx(=,r2). (This is a simple kind of transitive
context, )

The notion "context" obviously corresponds to some kind of
clusterine of objects. This clustering may be syntactically
defined wusing, for example, pattern matching criteria.
However, the eoxt operator (which has not been precisely
defined in this paper!l) is used to set up a cluster of
semanticelly related objects to a given one.

From a naive point of view, semantic clusters are a natural
way of organizing knowledge, although the primary reason of
introducing them is efficiency in handling the KE. Time
used for solving some application problem {e.g. suggesting
a decision and its reasen in a sophisticated econsulting
system) is one widely used measure of efficiency. Since
time used will heavily depend on the number of accesses to
an external KB, semantic clusters, if properly mapped to
physiecal storage, may be of considerable importance.

Obviously it is unreasonable to expect one single mechanism
whieh sets up an arbitrary context in uniform time. { Since
there is only one way of physicsl clustering, clusters have
to be implemented by access path rather- than physiecal
neighbourhdéod, which 1is the nost efficient way on
mechanically moving storage devices). The situation is
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analogous to human problem sclving: while only a imited
amount of facts are immediately accessible in one's head,
there exists knowledge about how to obtain more information
on a given subject. A 'quiek access path' is the pile of
books on the desk while it is usually more time-consuming to
find a book in a library.

This analogy (which has been pointed out by K. Furukawa)
gives considerable insight into the problems of knowledge
management. A typical way of using a ‘'librery knowledge
base' is browsing. Only a couple of pages of thousands of
books may contribute to the solution of a problem and these
are pot found by merely using scme clever indexing scheme
but rather by some kind of controlled search in a large set
of data.

Response time for this type of operation will ecertainly
differ form simple fact retrieval, This is in particular
true, ir interactive prompting of partial results by the
user 1is the typiczl pattern of interaction with the KB
during problem solving.

4, TIhe Enouwledse Storage Sysien

There are two different ways of interfacing a data or
knowledge processing system (KPS) and 2 knowledge storage
system (KSS8) from an architectural point of view. As far as
the processing environment iz= concerned it 4is most
convenient to have a gone-level storgge and thus not having
to ecare explieitly about I/0-operations. We will discuss
the single-level storage approach below. _

£ different, however more conventional approach is to
provide an explicit interface to the background storage. A
well-defined . {logical} interface between a
logie-progranning-based inference system and a knowledge
base (implemented as a relational database) has been
developed in [MKMS 83], [KYKHM 83].

4.1 Multi-level KSS3

It is assumed that the overall system has three levels of
storage:

- main memory which is directly accessible during a progran
execution

- disk cache memory which stores large volumes of data in
fast memory

- large capacity background storage (disks)

Levels two and three are not directly accessible by the
programs being executed. They are rather accessed using
some logieczl I/0 interface, but they are not aware of the
two different levels of background storage. This kind of
storage hierarchy is being implemented in the Relational
Database Machine Delta ([EKAEKU 83]).

— 103 —



High-level -I/0 comnands are executed in a2 specialized systen
tuned for executing relational algebra expressions.
Execution includes access of background and cache storage as
well as the preparation of result data (sorting, Join of
relations, restrictions).

In the previous section, we argued for having more complex
objects for representing knovledge. Semantic clustering was
suggested for relating objects to each other. ourp
underlying assumption is that an object X which is connected
by some semantical relationship te Y, has a higher
probability of ©being accessed, if Y has already been
sccessed. Semantie clusters are therefore significant for
physical representation of knowledge.

There are two main aspects of physicel representation which
have an influence on KS3S performance.

a) physiczl placement of semantie clusters on disk

Disk access time is determined to a large extent by latency,
data transfer and positicning time (the largest fraction of
overall access time). Physical neighbourhood of related
data (avoiding positioning) will therefore support the
acecess of the semantie elusters. Partial mateh hash
functions may be enployed for defining the physical mapping.
Clustering is strongly related to segmepkafion techniques
for databases (see e.g. [TANA 83]). Attribute values of
tuples are used in this case as & semantie eriterion for
data clustering.

This simple clustering scheme has to be extended for
knowledge engineering applications. There has to be defined
a measure of sepaniical distange between objects. One
essential relationship is class membership. Object classes
and instances should therefore be stored physically close
together, since the inheritance of class propertles to
instances is 2 common operation.

There is, however, one important diffieulty with physical
elustering in a multiuser environment: independent requests
may access objeects in random order, thus nothing will be
gained by physical neighbourhcod of related data.

b) caching of semantieally related objects

Until now we disregarded the disk cache. But the problems
caused by mnmulti-user =zccess can be circumvented by making
use of the cache properties.

We propose an obisci-oriented cache, i.e. data exchanged
between slow disks and fast cache memory are sepapticslly
related objegts rather than disk pages (or disk tracks as in
some disk cache systems).

The interface between KPS and KSS may be extended by staging
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commands. The effect of such command is the staging of
objects semantically related to a given objeect x, whieh is
accessed. The scope of objects to be staged is either
defined by some measure of semantical distance’ or explicitly
e,g. by specifying the kind of relationships, The distance
or semantical relationship between objects may be defined in
the same way as in the definition of contexts on the level
of knowledge representation.

From a performance point of wview it is important that
supplying an objeect to a reguestor =and establishing a
senantie context 1in the cache may be done completely
independent. The callee will = typically already resume
processing, while the cache iz updated. The intended effect
of caching is the increase of hit probability in subseguent
processing steps.

The cache hit ratio m|may be controlled partially by the
executed program, if it wses application dependent knowledge
of about how data objects are accessed, and if contexts may
be speecified in staging commands.

There is, however, always a tradeoff between the performance
gained by this kind of optimization and the impact on the
clarity of an algorithm, even if  staging commands can be
integrated in the programpming environment in a elean way.

The interface between the KPS and the KESS in a multi-=-level
store can be summarized as follows:

- a relational guery interface as described in [KYKM &3]
which -may be extend by constructs for higher order objects
than relations if such objects are used for knowledge
representation.

- data staging commands as: stage(<{objectd>,{ctx-s=pech>,node)

A '"mode'-parameter 1is useful to define the types of
operations which are going to be applied to objects, in
particular read or write access. This is very wuseful when
processing transactions (see below).

A further extension of the interface between knowledge
processing and storage systems has been suggested in [YOKO
83]. S8ince facts and rules are stored in  the KB, I/0
traffiec will be decrezsed, if unification operations may be
performed also in the KS8S. Some ¢lauses have then not to be
transfered to the KPS, thus decreasing overhead. It seams
to be a promising way tco extend the KS3 by processing
faecilities., Ye will not discuss this aspect in this paper.

4.2 One-level KSS

From the viewpoint of a programming language it is most
convenient to address data in a uniform way. This way of
addreéssing has been accomplished by using very large address
spaces which make I/0 transparent for the programs. But
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even in systems with very large {(e.g. about 100 HB)} real
memory thrashing may easily become a problem, if locality of
accesses can not be achieved in the huge virtuzal space. In
knowledge base systems, thrashing is not primarily caused by
sharing the rezl memory between several users, but rather
because semantically related data will be usually spread
across the address space. In contrast te acoessing
conventional program code, the typical sequence of accesses
does nof gorrespond fo physical sequeptiaglity. Therefore =a
virtual memory system using (physical) page replacement is
not suited for knowledge engineering applications.

We therefore propose an gbjeck-oriented paging mechanism.
This mechanism which employs ordinary page transfer, uses
sepantic information in order to¢ decrease the number of
addressing faults,

L zimple example is the access to a fact in a relation. Ir
a fault oeccurs, the paging mechanism not only makes
available the fact requested, but will in additionm put the
class description of that objeect instance and further
instances inte real memory.

As is easily seen, there is a strong similarity between the
managenent of the multilevel and the one level storage
system, In fact, both schemes make use of semantie
relationships between objects 41in order to decrease random
access of slow background storage. The main difference is
the degree of control, a2 program has on staging (paging) of
data. While in the second approach a general mechanism for
finding semantically related objeets 1is assumed, staging
commands are explicitly used in multi-level storage.

This is, however, nect an essential point, because the sanme
mechanism employed in one-~level store may be used in a
multi-level environment without effecting the logiecal
interface between K35 and KPS.

The primary question 1is, however, whether a general
mechanism c¢an be ipplemented, whiech finds a semantical
cluster of a given object. Since the term 'semantically
related' is vague, it is more reasonable to have explicit
control on staging operations.

E. Irspsaciion Processine

Until now we disregarded the difference between read and
write access and the concept of transactions as atomic
operations (e.g. either all actions of a transaction end
successfully or the KB state is preserved).

Transaction processing in database systems has been
discussed in depth in the literature {(see [GRAY 81] for an
overview). One of the primary problems is to establish a
{logically) failsafe storage system, that 4i=s, it will
recover from failures fto a consistent state (comnmitted
transactions are physieally represented in the KB, all
uncommitted transactions do not leave any dirty data).

We don't discuss concurrency among readers and writers of
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