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Abstract

Parallel computers are used to overcome the long
computation time and the large memory size re-
quired for automated wire routing. We intro-
duce a parallel router consisting of two parts:
“global routing,” and "detailed routing.” In the
global routing, the whole grid is divided to par-
titions, and it is required to determine in which
partitions each net will be routed. In the de-
tailed routing, one processor element (PE) de-
termines the nets which have a non overlapping
global paths. The other PEs route these nets in
parallel within their own grid partitions.

We introdnce a new way of dividing the grid
to layers, and dividing layers to slices. Each PE,
in the detailed routing, has a responsibility for
one or more slice. The program is implemented
on AP1000 using MCM benchmarks data. The
result shows that this way of division could ob-
tain a high degree of parallelism. This algorithm
is suitable for inner vias technology.

1 Introduction

The efficiency of parallelism depends on how to
divide the grid to partitions, and how fo as-
sign these partitions to the PEs. In this pa-
per we introduce a new way of dividing the grid
to slices to decrease the communication cost be-
tween PEs. Some researches divide the grid to
square partitions with equal areas, and every
PE will be responsible for one partition. TIor
example, If we have 2 layers grid with dimen-
sions 1000 x 1000 and there are 16 PEs, then
each partition will be 2 » 250 x 250 as shown in
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PE1 | PE2 | PE3 | PE 4
PES | PEG6 | PE7 | PE 8
PE 9 |PE 10 | PE 11 | PE 12
PE 13 | PE 14 | PE 15| PE 16

Figure 1: Divide grid to partitions.

Figl. To route a network (Fig 2a), global rout-
ing detects firstly in which partitions the nets
will pass (Fig 2b). For parallel detailed routing,
some researches [11] [12] locates virtual termi-
nals on the boundaries of the partitions (Fig 2c).
Then each PE can route the part of the path lo-
cated inside its partition independently on the
other PEs(Fig 2d). This way is fast and all PEs,
which share routing one net, can work simulta-
neously without any dependence or communica-
tion between them. But, the main disadvantage
of this method is as follows: As it is very diffi-
cult to find the ideal virtual terminals (Fig 2e),
sometimes undesired paths (long with many vias
and bends) will be obtained due to the improper
choices of virtual terminals (Fig 2f).

Some other researches route the net in a se-
guential manner {one partition after the other).
The PE, which is responsible for the partition
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Figure 2: Virtual terminals.

which contains the source, starts propagation
until it reaches to the boundary of its parti-
tion(Fig 34). Then, this PE sends the cost of
this boundary to its neighborhood which contin-
ues propagation until it reaches to the boundary
of the next:partition(Fig 3b). This step is re-
peated (Figr3e,3d) until the destination point
is reached '(Fig 3e). This method can obtain
good net path but it uses many messages per
net and the-parallelization is poor. The num-
ber of messages is proportional with net length.
To improvesthe parallelism, the propagation can
be started ffom all net terminals simultaneously.
Also, moresthan one net can be routed at the
same time (Fig 3f) if their net paths do not share
in any partition (global paths has no intersec-
tion ).

In this paper, we divide grid to layers, divide
each layer to slices, and assign one or more glice
to each detail PE. Dividing grid to layers allows
many nets-to be ronted simultaneously, and di-
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Figure 3: Sequential partitions routing.

viding each layer to slices decreases the commu-
nication cost. The number of messages is pro-
portional to number of vias (global bath bend)
instead of net length. Our router consisting of
two parts: "global routing,” and "detailed rout-
ing.” both global and detailed routing are done
simultaneously using different PEs.

2 Global routing

In global routing the whole grid is divided to par-
titions, and it is required to determine in which
partitions each net will be routed. This is done
without knewing the exact path within each par-
tition. Global routing could be used to decrease
the required time for detailed routing, to get
higher routing ratio, to improve the paralleliza-
tion between nets, and to obtain better routing
quality (shorter wire length and less number of
vias). '
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Figure 4: Global routing for a net

Our global router has a restricted x and y
direction (only x direction is allowed for odd
layers and y direction for even layers). The
global routing has to detect in which layers and
in which partitions within these layers each net
will be routed. We assume that the number
of layers is already known before routing. An
example of two layers grid is shown in fig 4a.
Fach layer is divided to 36 partitions. The
output of the global router for the net (5,D)
is as shown in fig 4b. Two layers are as-
signed to the partitions which contain net termi-
nals (A8,B8,A30,B30) or path bends (A12,B12).
While one layer only is assigned to the other par-
titions (A9,A10,A11,B18,B24).

We assign two layers to the partitions which
contain net terminals to be able to route nets like
the example shown in fig 5. In this example, it
is required to route both nets A and B (Fig 5a).
If there is only one layer available and we start
by route net A, then net B can not be rouwted
(Fig 5b). And if we start by net B, then net A
can not be routed (Fig 5¢). But if there are two
layers available at the partitions which contain
net terminals, both nets A and B could be routed
{Fig 5d).

We assign only one layer for the other parti-
tions to increase parallelization between nets. In
the detailed routing, nets can be routed simul-
taneously if their global paths has no common
partitions. Fig 6 shows an example of 6 nets
which can be routed simultanecusly in the de-
tailed routing.

The global routing is done using more than
one PE in parallel. The nets are divided to the
global PEs. For example, if the total number of
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fig Sn 1t is reguired to connect nets A and B.
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Figure 5: Conflicting nets.
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Figure 6: Route more than one net simultane-
ously

nets is 1000 and number of global PEs is 5, then
each PE will be responsible for finding a path for
200 nets. Note that the nets are already sorted in
ascending order according to their lengths, We
assign nets 1,6,11,....,996 to PE,. This assign-
ment gives hetter load balancing than to assign
nets 1,2,3,.....,200 to the same PE. This is be-
canse finding global paths for short nets takes
less time than long nets.

To find net paths, each PE routes its nets
sequentially [one after the other) using maze
running algorithm[1] with different costs. The
cost of each partition depends mainly on the
number of available tracks inside this partition.



Each PE, after finding a global path for one net,
broadcasts this global path to the other PEs to
update their grid cost according to this path. As
every prid partition has a capacity, there is no
problem if more than one PE use the same grid
partition for different nets at the same time.

Assume that the PEs for global routing are
PE PE;, ..., PE,. The global routing algo-
rithm for processor PE., is as follow:

1. Sort nets in ascending order according to
their lengths.

2. Take k equal 0.

3. If there is any messages from other PEs,
-then update grid cost.

4. Find the least cost path for net which has
an order (k x n4 m).

5. update the grid cost according to this path.
6. Broadcast this path to the other global PEs.
7. Increase k by 1.

8. If (k xn+m) greater than total nets number,
'then stop.
otherwise repeat 3.

3 'Detailed routing

In the detailed routing, it is required to find the
exact path for each net within the partitions
which are previously assigned to this net dur-
ing global routing. Net paths must not intersect
with each other. In our algorithm, both global
and detailed routing are done in parallel using
different PEs. When any global PE finishes rout-
ing certain number of nets (one group), it sends
the global paths of these nets to the assigning
PE, and starts to route another group of nets.

3.1 Maze running algorithm.

Maze running algorithm [5] guarantees to find
the shortest path between two points if one ex-
ists. On the other hand, maze running algo-
rithm is time and memory consuming. Many
researches (6] [1] modified the original maze to
be faster. Some other researches [7] improve the
speed using hardware implementation. There
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Figure 7: Unrestricted detailed direction.

are also researches which aimed to decrease the
required memory [8]. The main idea to speed up
maze running algorithm is to limit the propaga-
tion area. Of course, using global ronting as a
preliminary step decreases the propagation area,
Although maze running algorithm has a serious
disadvantage that previous routed net paths may
prevent the other nets to be routed later, maze
still gives higher connection ratio than many
other algorithms. Rip-up and reroute is already
introduced to overcome this disadvantage, but it
needs long time to be implemented. Tt is difficult
also to decide which nets have to be rerouted.
In this paper, although global routing has a
restricted X and Y direction (only X direction is
allowed for odd layers and Y direction for even
layers), detailed routing allows both X and Y di-
rections on all layers. Without this policy some
nets could neot be connected. As global routing
assigns only one layer at the middle part, so two
directions must be available on all layers to be
able to route nets like which shown in fig 7. We
use mage running algorithm with different cost
for detailed routing. The cost mainly depend on
the direction. On odd (even) layers, The cost of
X (Y) direction is less than the cost of Y (X)
direction. The cost of via is much higher.

3.2 Space division (PEs allocation).

In this paper, detailed PEs are divided firstly to
the layers. If we take the example of having 2
layers grid with dimensions 1000 % 1000 and 16
PEs for detailed routing, then 8 PEs are assigned
to each layer. In the second step, every layer is
divided to slices instead of square areas. The
length of each slice is equal to the grid dimen-
sion (1000 in this example), while slice width
is equal to grid dimension divided by number
of PEs for this layer(1000/8 =125). Odd layers

_are divided to slices in X direction, while slices
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Figure 9: Detailed routing.
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for even layers are in Y direction. In the third
gtep, each slice is divided by virtual boundaries
to partitions. The virtual boundaries are used to
divide the memory of each PE to different parts.
Virtual boundaries for odd/even layers are in the
same positions as actual boundaries of even fodd
layers (Fig &). By using virtual boundaries, we
could have wave propagation for more than one
net in the same slice at the same time if their
global bath does not overlapping in any parti-
tion.

In the global routing, the number of partitions
for one layer must be equal to (K x C')* , where
K is the number of detailed PEs. assigned to one
layer and C is the number of slices for one de-
tailed PE. When C increased, better load bal-
ance for detail routing could be obtained, but

- the global routing become more difficult {num-

ber of partitions become larger) and the succeed-
ing connection ratio may also decreased (this is
happen when slice become very narrow).

3.3 Algorithm

Fig 9 is an example to show how the detailed
routing is done for a net. If the global output of
this net is as shown in fig 9a, the detailed routing
is done as the following steps.

I. The master (assignment) PE checks all par-
titions on the global path for this net {par-
titions BT, AT, A8, AD, Al0, B10, Bls,
B22, B28, A28, A29, A30, B30). If all these
partitions are marked free, then master PE
marks these partitions as busy, sends this
net identification to PEy which is the pro-
cessor responsible for the first partition on
the global path (B7).

2. PE; sends the data of partition B7 to PE;.
This data informs F Ez about occupied grid
points and to which net they are occupied.
PE7 now could not use BT but it could use
any other partitions within its slice to route
other nets.

3. PE, finds the least cost path between the
source and the end of net global path within
its slice (virtual boundary between A10 and
A11}. This path consists of two parts, set-
tled in partitions (B7, A7, A8, A9), and
temporary in partition A0 (fig 9b).



Table 1: MCM benchmark

chips | nets | pins grid size
no. | no. no.
meel 6| 802 | 2495 599 = 599

mec? 37 | T118 | 14659 | 2032 x 2032
meed 37 | T118 | 14639 | 3386 x 3386

4, PFE; sends data of B7 back to P E-, so0 PE-

could now use this partition also in routing

. other nets. PFE; sends message to the mas-

ter PE to free partitions (BT, A7, A8, A9),
sends the data of partition A10 to PEqp.

§. PEyp finds the least cost path between the
received temporary path in A10 and the end
of net global path within its slice (the vir-
tual boundary between B28 and H34). The
settled. part of the path is in partitions (A10,
B10, B16, B22) and the temporary part is
in B28 (fig 9¢c).

. P Ejpsends data of A10 back to PE;, sends
message tothe master PE to free partitions
(Ally B10, B16, B22), sends data of parti-
tion B28 to PE;, sends message to PE5 o
send data of B30 to PE;s.

7. When P E; received data of B28 and B30,
it findsthe least cost path between the des-
tination and the received temporary path.
All this path is settled (fig 9d). PEs sends
data of B28 back to PE;y and data of B30
back to PEyj;. FPE; sends a message to
the master PE to free partitions (B28, A28,
A29, A30, B30).

The main advantages of this technique are:

1. Decrease of the communication cost since

the number of messages per net is propor-
tional with number of vias instead of net

IE]'lgth.l.

2. Improve resulting routing paths by using
less number of vias.

3. Improve parallelism by allowing large num-
ber of nets to be routed simultaneously.

4. obtain good net path (no virtual terminals).
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Table 2: Parallelization result
no. of PES time time
G|M|{D| T| sec| x PEs

meel | 1] 1| 4| 6] 62 372
21 1| 8|11 a2 352
2] 1]12|15] 25 375
3 1] 201 24 16 84
4 124129 14 406
a3 1|40 | 46 11 H6
7| 1|60]| 68 9 612
mec2 | 3| 1] 6|10 592 5920
6| 1]12(19| 316 6004
12 1|24 [37] 172 6364
15| 13046 150 6900
24| 1|48)73] 95| 6935
20| 1|60 |90| 8| 7650
meed | 2] 1| 4| 71410 9870
3] 1| 812, 830 | 9960
40 11217 | 628 | 10676
50 1{16(22| 474 | 10428
i 1120 |27 83 10341
8| 1|24 33| 324 | 10692
10{ 13243 250 10750
12| 14053 210 11130
14 l_ 48 | 63 179 | 11277
18| 160 |79 145 | 11455

Geglobal , Mimaster |, D:detall , T-total

4 Result

We test this algorithm with 3 industrial MCM
(multi-chip module) benchmarks [13] shown in
table 1. The total number of vias is almost or less
than half of the number of vias obtained in[13]
for the same data. We obtained connection ratio
of 97.5%, 98%, and 99% for mecl, mee2, mecd
respectively. As mentioned in [13] the sequential
31 maze required 5% min to route mecl on sun
gparc station I ST

“In our program, we use at least one PE for
each layer plus master and global PEs. So, we
could not calculate the speed up comparing with
one PE. Also, as we use maze algorithm, the to-
tal required memory for the whole grid is propor-
tional with M = N x I where M,N are the grid
dimensions, and L is the number of layers. So
the required memory for mee2 or mee3 is much
more than the available memory per one PE.



1000 .
g mee3
=
100 | =
1
10
k " Number of PEs

Figure 10: Time against number of PEs for
meel.

Table 2 shows total routing time (global + de-
tail} using different number of PEs. The number
of slices per layer are 30, 80 and 120 for mecl,
mee?2 and mecd respectively, Figure 10 shows
the time against number of processors for mecl,
mee?, and meed in a logarithmic scale.

5 Conclusion

A parallel global and detailed slice maze router
is introduced. This router has a new technique
to divide the grid to the PEs. This technique de-
creases the communication cost, improves rout-
ing quality by decreasing number of vias and im-
proves parallelism between nets. Both the global
and detailed routing are done in parallel. We di-
vide each layer to slices, divide the slices to par-
titions. BEach PE from the detailed routing PEs
will be responsible for one or more slice.
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