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Abstract

The paper presents a formalization of the notion of
time granularity in 2 logic-based approach to knowl-
edge representation and reasoning. The work is based
on the Event Calculus [Kowalski,86], a formalism for
reasoning about time, events and properties using first-
order logic angmented with negation as failure. In the
paper, it is extended to include the concepl of time
granularity. With respect to the represemtation, the
paper defines the basic notions of temporal universe,
temporal decompaosition and coarse grain equivalence.
Then, it specifies how to locate events and propertics
in the temperal universe and how to pair event and
temporal decompositions. With respect to the rea-
soning mechanisms, the paper defines two alternative
modalities of performing temporal projection, namely
upward and downward projections, that make it pos-
sible Lo switch among coarser and finer granularities.

1 Introduction

The paper presents a formalization of the notion
of time granularity in a logic-based approach to
knowledge representation and reasoning. The work
i3 based on the Ewveni Calculus, a formalism for
reasoning about fime, evenls and properiies wsing
first-order logic augmented with negation as failure
[l{owalski and Sergot 1986]. In the paper, it is ex-
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tended to include the concept of time granularity.
Informally, granularity can be defined as the reso-
lution power of a representation. In general, each
level of abstraction at which knowledge can be rep-
resented is characterized by a proper granularity. Pro-
viding a formalism with the concept of granularity al-
lows it to embed different levels of knowledge in a
represeniation. In such a way, each reasoning task
can refer to the represeniational level that abstiracts
frem the domain only those aspects relevani to the
actual goal. We are interested in time granularity.
With respect to the erpressive power, it allows one
to maintain the representations of the dynamics of
different processes of the domain that evolve accord-
ing to different time constants as separate as possible
[Corseiti et al. 1990]. It also allows one to model the
dynamics of a process with respect to different time
scales. Tn such a case time granularity has to be paired
with other refinement mechanisms siuch as process
decomposition [Allen 1984], [Kantz and Allen 1986],
[Corselti et al. 1991a], [Evans 1999]. Finally, time
granularity increases both the temporal distinctions
that a language can make and the distinctions that
it can leave unspecified. This means that consid-
ering two events as simultaneous or temporally dis-
tinct, or two time dependent relations as lempo-
rally overlapped or disjvint depends on the granular-
ity one refers to. With respect to the computational
power, it supports different grains of reasoning to deal
with incomplete and uncertain knowledge [Allen 1983],
[Dean and Boddy 1988]. It also allows one to tailor the
visibility of the knowledge base and the reasoning pro-
cess 1o the needs of the actual task [Fum et al. 1959).
Secondly, it allows one to alternate among different
time granularities during the execution of a task in
order to solve each incoming problem at a time granu-
larity as coarse as possible [Dean et al. 1988]. An ex-
ample of a limited use of time granularity to expedite
the search of large temporal databases is provided hy
[Dean 1989). Finally, it azllows one to solve a problem
at a time grannlarity coarser than the required one to



cope with the complexity of temporal ressoning. Such
a simplification speeds up the reasoning, but implies a
relaxation of the precision of the solution. The ratio
between the time granularities provides a measurement
of the approximation of the achieved result.

In despite of the widespread recognition of its rel-
evance for knowledge representation and reasoning,
there iz a lack of a systematic framework for tempo-
ral granularity. The main references are the paper
of Hobbs [1985] on the general concept of granular-
ity and the works of Plaisted [1981], Giunchiglia and
Walsh [1989) on abstract theorem proving. Hobbs de-
fines a concept of granularity that supports the con-
struction of simple theories out of more complex ones.
e formally introduces the basic notions of relevant
predicate set, indistinguishability relations, simplifica-
tion, idealization and articulation. Such notions are
extended and refined by Greer and McCalla [1989],
which identify two orthogonal dimensions along which
_granuia.rity can be interpreted, namely abstraction and
ageregaiion. However, the one and the others reserve
little or no attention to time granularity. In particular,
Hobbs only sketches ont a rather restrictive mapping
of continuous time into discrete times using the situ-
ation calculus formalism. Conversely, a set-theoretic
formalization of time granularily is provided by Clif-
ford and Rao [1988], but they do not attempt to relate
the truth value of assertions to time granularity. Fi-
nally, Galton [1987] and Shoham [1988] give significant
categorizations of asseriions based on their temporal
properties. These categorizations are strictly related
to the concept of time granularity even if it is not ex-
pliciily considered,

A first attempt to introduce the nofion of time
granularity in the Event Calcuius is reported in
[Evans 19890]. Evans defines a macro-events caleulus
for dealing with time granularity whose limitations
are disenssed in section 4.1. Our paper proposes a
framework to represent and reason about time gran-
nlarity in the Event Calculus that generalizes these
previous results, It significantly benefits by the work
done to formalize the comcept of time granularity
in TRIO, a logic formalism for specifying realtime
systems [Corsetti ef al. 1991b), [Corsetti et al. 1991¢],
[Montanari et al. 1991], and [Ciapessoni et al. 1992].
[Maim 1991] and [Maim 1992a] present an alternative
approach where the granularity problem is seen as an
issue of dealing with ranges and intervals in constraint-
based reasoning,

The paper is organized as follows: section 2 presenis
the original Event Calculus together with its basic ex-
tensions, namely types, macro-events and continuous
change; section 3 focuses on the representation of time
granularity; section 4 details the modalities of reason-
ing about time granolarity.
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2 The Event Calculus

The Ewent Calenlus proposes a general approach
to represent and reason about evenis and their eof
fects in a logic [ramework [Kowalski and Sergot 1985],
[EQUATOR 1991]. From a description of events that
accur in the real world, it allows one to derive varions
relationships and the time periods for which they hold.
It also embodies a notion of default persistence, that
is, relationships are assumed io persist unttl an event
occurs which terminates them. As an example, il we
know that an aircraft enters a given sector at 10:00hrs
and leaves al 10:20hrs, the Event Calculus allows us
to infer that it is in that sector at 10:15hrs. More pre-
cisely, the Event Calculus takes the noiions of event,
property, time-point and time-interval as primitives
and defines a model of change in which events hap-
pen at lime-points and initiate and for terminate time-
intervals over which some property holds. So, for in-
stance, the events of entering and leaving Lhe sector ini-
tiate and terminate the airerall’s property of being in
the sector, respectively. Time-points are nnique points
in time at which events take place instanlaneously. In
the previous example, the evenl of enlering the sec-
tor occurs al 10:00hrs, while the event of leaving the
sector oecurs al 10:20hrs. They can be specified al dif
ferent degree of explicitness, e.g. 91/5/24:10:00hcs"
to include the full date or just “10:00hrs", but belong
to 2 unique domain. Time-intervals are represented by
means of tuples of two time-points. With the same ex-
ample, we can deduce that the aircraft is in ihe sector
during the time-interval starting at 10hrs and ending
at 10:20hrs,

Formally, Event Calculus represents domain knowl-
edge by means of initiates and terminales predicates
that express the effects of events on properties’:

wnilinlcs{ Event, Property)
terminates{ Event, Properiy)

In such a way, domain relations are intensionally
defined in terms of events and properiies fypes
[EQUATOR 1941]. Weak forms of the niliates and
terminates predicates, namely weak-iniliales and wenk-
terminates, have been introduced in [Sergot 1990],
The predicate weak-lerminales states that a given
event terminates a given property unless this properiy
has been already terminated. In a similar way, the
predicate weak-initiates states that a given event ini-
tiates a given property unless this property has been
already initiated,

Instances of events and properties are oblained by at-
taching a time-point {event, time-point) and a time-

1%We adopt the variable convention of the original Event
Caleulus where constants are distinguished from variablea
by being denoted by names beginning with npper-case
characters.
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interval {property, time-interval) to event and property
Lty pes, respectively.

The first Event Calculus axiom we introduce is the
Mﬁnld's—fﬂr. [t allows nus to state thal the property p
holds maximally (i.e. there is no larger time-interval
for which it alse holds) over {aiar!, end) if an event e
occurs at the time start which initiates p, and an event
e’ occurs at time end which terminates p, provided
there is no known interruption in between:

Mholds-for(p, (stort,end }) —
happens.atfe, start) A initiatesie,p) A
happens_al{e’ jend) A terminatese’ p) A
end > start A not broken-during(p, {start.end))

In the above axiom, the negation involving the bro-
ken predicate is interpreted using negation-as-failure.
This means that properties are assumed to hold un-
interrupted over an interval of time on the basis of
failure to determine an interrnpting event. Should we
later record a terminating event within this interval,
we can no lenger conclude that the properly holds over
the interval. This gives ns the nen-monotonie chat-
acter of the Event Caleulus which deals with default
persistence?.

The predicate broken-during is defined as follows:

broken-during(p, (start,end }) —
happena_atiet) A start < t A
end > ¢ A terminales(e,p)

This states that a given property p ceases to hold
at some point during the time-interval {siart end} if
there is an event which terminates p at a time t within
{start,end).

Event Calculus also defines an [holds-for predicate in
terms of Mholds-for to state that a property holds over
each time-interval included in the maximal one:

Tholds-for(p, (startend )} ) —
Mholds-for{p, (a,b})} Astart > a Aend < b

Finally, Event Calculus defines the holds-at predicate
which is similar to fholds-for except that it relates a
property to a time-point rather than a time-interval:

holds-at(p,t) —
Mholds-for(p, {start,end)) A
t > start At < end

In particnlar, the holds-at predicate states that a prop-
erty is not valid at the time points at which occur the
evenis that imitiate and terminate it. This negative
conclusion about the validity of properties at the left
and right ends of time-intervals properly stands for
ignorance. Time granularity will allow us to refine de-
gcriptions with respect to finer temporal domains.

¥To deal with default persistence, [Maim 1992b] presents
an approach to constructive negation in constraint-based
FERSONINE.

2.1 Macro-events to Model Discrete
Processes

To model diserete processes the basic Event Calou-
lug has been extended with an event decomposition
mechanism that allows us to refine evenl representa-
tions [Evans 1990], [EQUATOR 1951). Ewvans intro-
duced the notion of mocro-event, which is a finite event
decomposed into a number of sub-events, The connec-
tions between a macro-event and ils components are
formalized in the Event Calculus as follows:

happens_atfe,t) —
happens_atfel,ti) A partoffel,e) A
happens_at{e2,t2) A part_offede) A
ﬁﬂppcﬂs_nlf'c.ﬂ',l.ﬂ) ﬂpurLaf{e,?rE} M
happens_at{ed t§) A part_offef.e)

where the predicate pari_of is defined by means of ap-
propriate domain axioms,

This axiom allows us to derive the occurrence of a
macro-event from the occurrences of its sub-events, It
can also be nsed to abduce the occurrence of sub-events
from the occurrence of the macro-event.

2.2 Continuous Change to Model
Continuous Processes

The basic Event Calculus is well-equipped to represent,
discrete processes, but is mot so good for represent-
ing conlinuous processes, i.e. processes characterized
by a continuous variation in a quantity such as the
height of a falling object or the angular position of a
crankshaft, Modelling a continuous process in terms of
its temporal enapshots, in fact, can be seen a pariicn-
lar case of eveni decomposition, but cannot be directly
done by means of macro-events. To model continu-
ous processes, Event Calculus has been extended with
the idea of the frajectory of a continuously changing
property through a space of values [Shanahan 1980],
[Shanahan 1991], [EQUATOR 1991]. Shanahan intro-
duced the notion of ‘dynamic’ properties, like mowing
of a train. When such 2 property holds, another prop-
erty is continuously changing, such as position of the
l.ra.in. chﬁuuouu]y E}Ilﬂgil’lg FTDPEI.'t.iBﬂ ars I'I'I.UdEII'ET]
as lrajeclories. Formally, the holds-af axiom which
gives value to a continuously changing property is:

holds_at {p,12) —
happena_atfet1] A initiates(e,q) A E1 < 12 A
not broken_during(y, (11,12})A
tragectory(q,t1,p,t2)

In this axiom, the continucusly changing property p
can be assigned a given value at a time point t2 if
an instance of the relevant dynamic property q is ini-
tiated at a time point t1 {before t2) and not broken



at some point between tl and t2. The predicate fra-
jectory describes the funclional relationship between
the continuously changing property and the time that
has elapsed since it started to change. It can be seen
as a path plotted against time through the correspond-
ing quantity space. The formula trajectory{yg, t1,p, 12}
represents that property p holds at time ¢2 on the tra-
jectory of the period of continuous change represented
by ¢ which start at time t1. Such a property p holds
only instantancounsly and represents that some gquan-
tity varying continuously has a particular value. Its
definition is domain specific. That is, a set of trajec-
tory clauses is also part of the description of the do-
main, along with the domain’s initiates and terminates
clanses.

Far e':;a.mplq‘ suppose that the a.ngula.r position of
a crankshall increasing linearly with time whilst the
shaft is rotating. If w is the angular velocity of the
crankshaft, we have the following domain axiom:

trajectory(rotating, tl, angle(al), 12} —
halds.at{angle(al), {1} A a2 = w(i2 — i1} + al

3 Representing Time Granu-
larity

This section first introduces the notion of temporal
universe as a set of related, differently grained tempo-
ral domains. Such a notion supports the definition of
the relations of indistingeishability and distinguisha-
bility among the time-poinis of the domains. Then, it
precisely states the linkage between events and prop-
erties, and time granularity.

3.1 The Temporal Universe

Providing a representation with time granularity re-
quires introducing a finite set of disjoint temporal de-
maing that constitutes the femporal universe of the
representation:

T= U T;

i=1,...n

Theset {11,T3, .., Tn} is totally ordered on the basis of
the degree of fineness (coarseness) ol its elements and,
for each i, with 1 < ¢ < n, Ti41 is said of a finer granu-
larity than T;. Each domain is discrele with the possi-
ble exception of the finest domain that may be dense.
For the sake of simplicity, we assume that each do-
main is denumerable, The temporal universe includes
at most one dense domain because each dense domain
is already at the finest level of granularity, since it
allows any degree of precision in measuring time dis-
tances, As a consequence, for dense domains we must
distinguish granularity from metric, while for discrete
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domains we can define granularity in terms of set cardi-
nality and assimilate it to a natural notion of metric®.
For the sake of simplicity, we assume that each domain
is denumerable.

For each pair of domains T;, Tis;, a mapping is

defined that maps each time-point of T} into a time-
interval of Tiy1 (folality). mathematical expressions
we use the sucei(t) denotes the It maps contign-
ous time-poinis into conliguons, disjoint time-intervals
(contiguity) preserving the ordering of the domains
{order preserving) . Moreover, the wnion set of the
time-intervals of Ti4; belonging to its range is equal
to Tiyy {covernge). Finally, we assume that the length
of time-intervals into which it maps the time-points
of T, is constant (homogeneily). This constant, de-
noted by A 4y, defines the conversion factor between
T: and Ti4, which provides a relative measurement of
the granularity of T and Tiyy with respect to each
other. A general mapping between T, and T;, with
T: coarser than Tj, can be easily obtained by a suit-
able compeosition of a number of elementary map-
pings. It is formally defined in a recursive way in
[Corsetti et ol. 1991a), where it is also shown that the
properties of totality, contiguity, order preserving, cov-
erage and homogeneity are preserved.
In general, there are several ways to define these map-
pings each one satislying the required properties. Ac-
cording to the intended meaning of the mappings as de-
composilion functions, each time-point of T} is mapped
into the set of time-points of Tiy; that compose it
Mevertheless, we are faced by a number of alterna-
tive possibilities in setiling the reference time-point of
each domain. Choosing the one or the other is merely
a matter of convention, bul it determines Lthe actnal
form of the mappings. In the following, assume that,
for each pair Ti, T, the relevant function maps the
reference time-point of T} into a fime-interval of T,
whose first clement is the reference time-point of T,
(reference time-points alignment assumption}.

To include the nolion of temporal wniverse in the
Event Calculus, we introduce the prcdil:a’f.c vl e
metric which splits each time-pointl (1st argument)
into & metric {Znd argument) and a value (Ird argn-
ment) components. Moreover, we express meirics as
a subset of integer. Let us consider a temporal uni-
verse consisting of hours, minutes and seconds, and
assign by convention the metric 1 to the domain of

3"M.uppin5, aay, a set of reals into another set of reals
would only mean changing the unit of measiire with no se-
mantic effect. Just in the same way one could decide tn
describe geometric facts by using, say, [Xmeters and cen-
timetres. However, il Kmelers are measured by real mum-
bers, the same level of precision as with centimetres can be
achieved. Instead, the key point in time granularity is that
saying that something holds for all days in a given interval
does not imply that it holds every second within the ‘same’
interval® [Corsetti of 2l 1991e].
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seconds (in general, metric 1 is assigned Lo the finest
domain), the metric 60 to the domain of minutes }1
minute corresponds to 60 seconds) and the metric 3600
to the domain of hours (1 hour corresponds to 3600 sec-
onds). As an example, value-metric(2hrsS0m,60,150)
since there are 60 minutes in an hour. Using the pred-
icate value-metric, decomposition functions can be de-
fined as follows:

Jine grain_of{< 11,12 > 1) —
value_metric(t, m, v) A
value_metric(tl, ml, v1) A
value_metric(i2, ml,v2) A ml < mAa
vl =wve(mfmllAvi={v+1)+(m/ml)=1

Given a pair of domains T;, Ty, with T} coarser grain
of Ty, for each time-point ¢; of T} we also define as its
coarse grain equivalent on T, the time-point & of T}
such that {; belongs to the time-interval obtained by
applying the corresponding decomposition function to
ti. The uniquity of the coarse grain equivalents can be
easily deduced from the definition of the decomposition
functions. Coarse grain equivalent functions can also
be defined using the predicate value-metric as follows:

coarse_grainoo f{12,11)—
value_metric(il, ml, 1) A
valuwe_metric(t2, m2, v2] A
ml < mZAv2=(plsml)/ m2

where (v1 + m1)//m? denotes the integer division of
(vl +ml) by m2.

The relationships of temporal ordering can be gener-
alized to make it possible to compare two time-points
belonging to different temporal domains as follows:

taafler(t2, 11}
value_metric(t], m, vl) A
conrse gratn_of (L (2) A
value_metric(f, m, v) A
vl < v

13.afler(i2, i1)—
value_metric{li2, m, v2) A
coarse_grain_e f{1, 11} A
waluwemetric{l, m, o) A
v < vl

The ta_before predicate can be easily defined in a sim-
ilar way. '

The coarse grain equivalent and the decomposition
functions can be viewed as forms of simplification and
articulation along the dimension of temporal aggrega-
I.iun, l.e. shilts in focu.ri l.htnugh parl-whole mlatiﬂn—
ships among time-points, respectively. They define dis-
tinguishability and undistingnishability relations be-
tween any pair of time-paints with respect to each do-
main of the temporal universe.

3.2 Events and Properties in the
Temporal Universe

Let us now locale events and properties in the tempa-
ral universe. The idea is to directly associate a lime
granularity with events and to derive the granularity
of properties on the basis of the initiates and Lerminale
relations,

First of all, we give a characterization of events with re-
spect Lo the temporal universe. With respect Lo a given
domain, we distinguish instantaneous evenés, that hap-
pen at a time-point, and events with duration, that
take place over a nonpoint thme-interval. Such a dis-
tinction among events is a relative one, so, for example,
passing from a given domain to a finer (coarser) one
an instantaneous (with duration) event may become
an event with duration (instanianeous).

With respect to the temporal universe, we distingnizh
finite and infinitesimal events. An event is said finile
if there exists a domain with respect to which it has
duration. A finite event thus identifies an implicit level
of time granularity: at this level and coarser ones, it is
an instantaneous event; at finer levels it is of finite du-
ration. We define such a threshold the inirtnsic lime
granularity of the event. An event is said infinifesinal
il it is instantaneons with respect to every domain®,
Infinitesimal cvents are needed for dealing with con-
tinwows change [Shanahan 1990]. Let us consider, for
instance, a process of conlinuons change such as sink
filling with water. YWe might associate the occurrence
of an event with each new level reached by the filling
fluid. If we did this, then there would be no limit to
how fine we might choose our Lempotal grain in order
for the events to remain instantaneous. Thus taking
this approach we have a need for infinitesimal events.
Differently from the previous one, such a distinction
among events is an absolule one.

To be able to deal with instantanecus evenis anly, we
impose that every event is associated with a domain
whose granularity is equal to or coarser than the in-
trinsic one of the event. In such a way, Event Cal-
culuz axioms can be still used to reason within do-
mains. On Lthe contrary, t.]:ey are insulficient 'hgr Lhem-
selves to deal with events associated with different do-
mains {differently grained events). However, reason-
ing acrogs domains can be brought back to reasoning
within domains provided that there exist some rules ko
relate d"tffer&nt.l_f Era’me-rl evenls Lo the same domain.
The idea is to integrate macro-events {section 3.3} and
continnous change [section 3.4) mechanisms with time
granularity, and to define general temporal projection

*The absclute instantaneousness of infinitesimal evenis
copes with the same representational problems that
suggested to Hayes and Allen the introduction of
short time perinds [moments) in Allen's Interval Logic
[Hayes and Allen 1D87).



rules (section 4) that are used by default when nei-
ther macro-events nor continuous change decomposi-
tions are explicitly given.

3.3 Refining Macro-Events

We define a unifying framework for the packaging of
events and the granularity of time to describe the tem-
poral relationships between & macro-event and its com-
ponents. We require that the intrinsic time granularity
of a macro-event is coarser than the ones of its sub-
events and that its occurrence time is & coarse grain
equivalent of the occurrence time of all its sub-events.
We also define a number of general operators, called
macro-event constructors, for specifying temporal rela-
tionships among sub-events [EQUATOR 1991){we use
the infix notation for macro-event constructors for the

sake of simplicity)®:

H sequence
ijdelay(min,max) minimum and maximum delay
between two events

| alternative

Il parallelism

*1 sequential repetition (n is optional)
*ET parallel repetition {n is optional)
[1 composition

Let us report here the Event Caleulus axiomatization
of the basic operators expressing sequence, alternative,
and parallelism.

happena_at(el; el, £}~
happens_at(el, 11} A happensat(e2, £2)A
coarse.grain.ef(t, 1) A coarse_grain_of{t, t2)
1a_after(t2, 1)

happens_at(elfel, t)—
happens_at(el, ) A not happens.at{e2, i)

happena_at(el|e2, i)—
not happens_at(el, 1) A happens_ai{e, 1)

happens.al{el]el, t)—
Rappensat(el, i) A happenaat(e?, t}

In general, domain axioms include definition of macro-
events in terms of 2 suitable composition of sub-events.
An example of these domain axioms is:

happenaat(e, t)—
kappens.at(fel; [e2]|e3]], £} A
partofiel, e} A pariof{e2, e} A pari_of(ed, e]

l‘;'l}‘t:a.].il:lg; with the repetition operators may require the
addition of & domain composed of a single time point to the
temporal universe (absolutely coarsest domain).
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The operalor expressing sequence deserves further
consideration. 1t allows us to deduce the cecurrence of
a macro-event al a time-point of a domain coarser than
the domain(s)} the eccurrence Limes of ils component
events (possibly riacro-events in their turn) belong to.
Such a time-point i3 a coarse grain equivalent of both
the cccurrence times of components. Then, the rule for
sequential macro-events first executes a comparison of
time-points with respect to the finer domain and then
it abstracts them into a lime-point of the coarser one.
The presence of this switching to a coarser domain
makes Lhe definition of sequential macro-events incom-
plete. Consider the following example., Given the oc
currences of three events el, ¢2 and 3 at time-points
2hrsthm, 2hrd2m and 2hral0m, respectively, we are
not able to deduce the oceurrence of a sequential event
el;lez; 83] at time-point 2hrs when the temporal uni-
verse is {..., hours, minutes, ...}. In fact, there is no
way of stricily ordering el and ihe macro-event into
which e2 and e3 can be abstracted, because the oconr-
rence Lime of the macro-event is a coarse grain equiva-
lent of the sccurrence time of el. To make it possible
to derive the occurrence the macro-event el;[e2;e3],
Lthe temporal universe has to be extended with the
domain of 30-minutes (similar considerations held for
the macro-event [el;¢2];e3). However, it is easy to
find another sequence that cannot be abstracted into
a sequential macro-event with respect to the extended
temporal universe too. Such an incompleteness is due
to the fact that mappings between temporal domains
are fixed once and for all and then is inherent to the
upward temporal projection invelved in macro-evend
derivation rules (section 4.1}).

3.4 Refining Continuous Change

The original approach io continuous change makes
the assumptions that the parameiers of the trajeclory
function are set not after 11 and are not reset between
i1 and 2, In general, these assumnptions are too re-
strictive. Mechanisms are requested for reseiting the
paramelers of the trajectory funclion. This allows it Lo
be initiated with parameters values at the stari of the
property, but also allows the parameters to be changed
during the interval of validity of the property. In this
way, the trajectory may model ‘non-linearities’ {eg. a
change in the rate of a linear increase of a tempera-
ture} without interrupting the relevant dynamic prop-
erty (e.g. by splitting a “temperature rising’ property
when the rate of rise changes).

To take into account the resetting of parameters the
original axiom can be replaced by the following one:
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hafd!_ﬂ!{p,!} —
value_metric(t, m, v)A
hoppens_at(e, 1) A value_metric(tl, m, v1)A
wl < v A initiates(e, g)A
not broken during(q, (11,1))A
happens_at(e’, 12} A value_metric(12, m, v2)A
v <A iﬂi!iﬂi:ﬂ[s’,pﬁf}h
not broken_during(par, (12, t))A
maoz({t1,t2,4) A trajectory(q,par,li,p,t)

A continuously changing property p can be assigned a
given value at a time point t if an instance of the rele-
vant dynamic property q is initiated at a time point 11
{before t) and not broken at some point between t1 and
t, the relevant parameter par iz (re)set at a time point
t2 (before t) and not broken at some point between 12
and t, and the initial value of p is calculated {by the
trajectory predicate) at the time point ti which is the
maximum between t1 and t2 and the ‘max’ predicate
has the obvious definition. The crankshaft example of
section 2.2 must be rewritten aceording to the revisited
axiom as:

trajectory(rotaiing, velo cfiyl{w:lp i1, angle(a), !} —
value_metric(li, m, vi) A value_mefric(t, m, v}A
holds — at{angle{ai), 4} A o = w(v — vi) + ai

The indirect recursion on the predicate trajectory (or,
equivalently, on the predicate holds_at) stops when the
initial values of the configuration variables, e.g. the
angular position, are reached. They can be explicitly
asserted or derived from the occurrence of independent
events.

The application of the refined axiom for continuous
change is not restricted to discrete resetting of param-
eters; it can be used to deal with continuously chang-
ing parameters too. In such a case, the occurrence of
the continuous events of reseiting can be derived from
the continuous change of the configuration variables
by means of appropriate domain axioms.

Continuons events can be either acquired by the ex-
ternal environment or computed according to explicit
laws. In both cases, we generally need to plot them at
regunlar time intervals to make the model computable.
Choosing the width of the time interval is equivalent to
choosing the time granularity at which describing the
process. Then, a change in the frequency of plotting
is equivalent to the switching of a conlinuous process
from one time granularity to another.

4 Reasoning with Time

Granularity

We distingnished two basic modalities of relating dif-
ferently grained events, namely npward and downward
temporal projections. Upward (downward) projection

determines the temporal relations set up by two events
e; and ¢; which occur at the time-points #; € Ti and
t; € T;, respectively, with Ti coarser than Tj, by up-
ward (downward) projecting e; (e:) on T; (T;).

4.1 ‘Naive' Upward Projection

The ‘naive’ upward projection is a quite straightfor-
ward approach to abstractive temporal reasoning. It
states that the uwpward projection of an event e that
occurs at a time-point ¢ of a domain T on a domain T3,
coarser than Tj, is accomplished by simply replacing
i with its coarse grain equivalent on T; [Evans 1990].
Then the temporal ordering and distance between two
events ¢; and ¢; which occur at the time-points t; € T}
and {; € Ty, respectively, are determined on the basis
of the relation between 1; and the coarse grain equiv-
alent of t; on Ti. Moreover, if &; {e;) precedes e; (&)
then the properties initiated by e; (¢;) and terminated
by e; (i) hold over the time-interval of T; identified by
ti and the coarse grain equivalent of ¢;. To formalize
upward projection in the Event Calculus, we first ex-
tend the definition of the occurrence time of an event
s fD“WB!

heppens_at(e, 11)—
happens_at(e, t2) A coarse — grain — of (11,12)

In this way, each event is endowed with several occur-
rence limes belonging to different domains, ie. the
time-point at which it originally cccurs and all the
coarse grain equivalenis of such a point. Comhined
with the macro-event derivation rules, upward pro-
jection allows us to deduce the occarrence of paral-
lel and alternative macro-events at time-points of do-
mains coarser than the domains at which occur their
components.
Upward projection can be seen as a simplification rule
[Hobbs 1983], becanse it allows us to derive a rela-
tion of temporal indistinguishability, i.e. simultaneity,
among events from the relation of indistingnishability
among time-points defined by coarse grain equivalent
functions.

Then, the Mholds-for predicate is redefined to con-
strain the starting and the ending time-points of the
time-interval to belong to the same domain:

Mholds-for{p, {start,end ” —
happenis_at{e start) A initiatesfe,p) A
value-metric{start,m vs) A
happens_at(e’ end) A terminates(e’ ,p) A
value-metric/end,m ve) A
vy << ve A not broken-during(p, (start,end ))

together with a similar axiom for the predicate broken-
during.

In such a way, the predicate Mholds-for identifies sev-
eral time-intervals of differents domains over which the



properties initiated and terminated by two differently
grained events hold.

In despite of its apparent simplicity npward projec-

tion involves a number of semantic assumptions. The
most relevant one is related to its application to con-
tradictory events, i.e. evenis that cannot occur simul-
tanecusly. We formally define two events as contradic-
tory if they initiate or terminate incompatible proper-
ties. The definition of the relation of incompatibility
among properties depends on domain-specific knowl-
edge [Kowalski and Sergot 1986].
Upward projection maintains the weak temporal order-
ing between events, but it does not always preserve the
strict one. Then the logical consistency of the upward
projection cannot be guaranteed in the general case,
because it may enforce contradictory events to occur
at the same time-point in a coarser domain. As a con-
sequence, if two differently grained events are contra-
dictory the coarse grain equivalent of the occurrence
time of the fine grained event must be different from
the occurrence time of the coarse-grained event. This
is gnaranteed by the following integrity constraint®:

+— happens_at(el, i) A happens_at(e2, )A
contradictory(el, e2)

Moreover, upward projection may change the ratio be-
iween the width of time-intervals. That is, given two
domains T; and Ty, with T coarser than T}, the coarse
grain equivalents on T; of two pairs of time-points of
T; which are at the same temporal distance may be at
a different one, while the coarse grain equivalents on T;
of two pair of time-points of T; thet are at a different
temporal distance may be at the same one,

Such a weakness of the ‘naive’ upward projection will
be overcome refining upward projection according to
the downward projection schema we are going to de-
fine.

4.2 Downward Projection

The downward projection of an event ¢ that occurs at
a time-point ¢ of a domain T; on a domain T finer
than T} is accomplished by applying the following de-
composition scheme: for each event e that cccurs al a
time-point ¢ of T; there exist two infinitesimal events
e; and ey that occur at the time-points & and #; of

8This soletion ean be generalized by making contradic-
tion dependent on granularities or even on time instants.
Iti such a way, simultaneous occurtence of bwo events can
be classified as contradictory in certain domains, or even in
certain time instants of them, only.
The relevant integrity constraint becomes:

— happens_at{el, t) A happens_at{sZ, £)A
contradictory(el, e, 1)
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T;, respectively, and such thal {i) #; < 1y, (ii) 1 is the
coarse grain equivalent on T; of both & and 1g; (iii)
for each property p such that p is terminated by e,
there exist an event ep that occurs at §p of T; such
that e, terminates p and &; < &, < iy; (iv) for each
property g such that g is initiated by e, there exist
an event e, that occurs at t; of Ty such that eg ini-
tiates g and & <ty < i;; (v) the (type of the) event
¢ becomes a dynamic properly that is initiated by e;
and terminated by ey with respect to T;. Becanse of
an event is defined by the properties that it initiates
and terminates, such rules provide the definition of the
component events e;, ey, e, and ;.

Downward projection can be seen as an articulnlion
rule [Hobbs 1985]. From the relation of distingnisha-
bility among time-points of the finer domain intro-
duced by the decomposition funclion, in fack, it de-
rives a relation of temporal distinguishability among
the subevents of a given finite event,

Let us formalize this scheme in the Event Calcu-
lus. TFirst of all, we define two functions begin and
end that map a given instance of a macro-event into
its initiating and terminating events, respectively. The
ocourrence of such events can be deduced from the oc-
currence of the macro-event by means of the following
axioms:

happens_ai(begin(e, 1), time(begin{e, £})}—
happens_at{e, &) A
conrse — grain — o f{L, time(begin{e, 1))

happens_at(end(e, ), time{end(e, 1)))—
happens_at{e, £) A
coarse — grain — o f(1, time{end(e, 1)})

together with {condition (ii}):

coarse — grain — o f{t, time(begin(e, 1))
coerse — grain — o f{t, time{end(e, 1]))

where time(begin(e, 1)) and time(end(e, 1)) denote the
pecurrence times of begin(e, t) and end(e, 1), respec-
bively.

Condition (i) is expressed by the following integrity
consiraint:

— is.a fer(time(begin(e, 1)), time(end(e, 1))}

Let us now represent e and e; by means of two func-
tions term and in. For each property p (g), term
(in) maps each instance of a given macro-event inlo
the component event that terminates (initiates) such
a property. Using these functions, conditions (iii) and
(iv) are codified by the following axioms:

"When t; and t; coincide, the events ¢i, &p, g and 2
are merged into the original single event e. This is always
the case of the downward projection of infinitesimal events.
For instance, the infinitesirnal event of switching on the
light remains instantaneous with respect o all the domains
of the temporal universe composed of {Day, Hour, Minute}.
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terminates(fermie, t,p), p) — terminates(e, p)
initiates(in(e, 1, g}, g) — initiates(e, g)

together with:

= is_a fler({time(begin(e, 1)), time(term{e, ¢, p) )}V
18.be fore(time(end(e, 1)), time(lerm(e, £, p)))

«— ts.a fler(time(begin(e, t)), time(in(e, {, §)))V
is_be fore(time(endle, 1)), time(ine, ,q)))

for each property p and g.
Finally, condition (v} is expressed by the following ax-
ioms:

initiates(begin(e,t},e)
terminates{end(e,i},e)

They allow us to state thal the property e holds
over (tirne(begin(e, {)), time{end(e,1))} by means of
the Mholds-for axiom. These last axioms provide each
temporal object with 2 twolold event/property charac-
terization. That is, {the type of) an event ¢, associated
with a given domain, may become a dynamic property
with respect to a finer domain, and vice versa,

Let us consider, as an example, the event of flying from
Milan to Venice, With respect to the domain Ty of
hours it can be modeled as an instantaneous event that
occurs at a time-point { of T%. Such an event fermi-
nafes the property of being in Milan and initiates the
property of being in Venice. With respect to the do-
main Thy of minutes, it can be decomposed into a pair
of infinitesimal events flying; and flying; that occur
at the time-points t; and 1y of Tar, respectively, with
t; < iy, and such that  is the coarse grain equivalent
of both. Moreover, flying, terminates the property
of being in Milan and initiates the property of flying,
while flyingy terminates the property of flying and
initiates the property of being in Venice.

4.3

The event/property duality introduced by dewnward
projection suggests an extension of the upward projec-
tion rules to cope with contradictory events without
restrictions. When the coarse grain equivalents of two
contradiclory events coincide the downward projection
schema suggests to merge and replace the events by a
macro-event corresponding to the conjunction of the
properties initiated by the first one and terminated by
the second one. Moreover, such a macro-event termi-
nates (initiates) all the properties terminated (initi-
ated) by its first (second) component and every prop-
erty terminated (initiated) by the second (first) com-
ponent which is not initiated (terminated) by the first
{second) component.

Let us consider, as an example, the events of leaving
station A and arriving al stalion B of a train. The

‘Revised’ Upward Projection

first one lerminates the property of the train of being
al station A and initiates the property of moving, while
the second one terminates the properiy of moving and
initintes the propertly of being at stafion B, Lel he T a
domain with respect to which the two events are simmui-
taneous. According to the revised upward projection
rules they are merged and replaced by the event of
moving that lerminales the property of being at sta-
tionn A and imitiales the property of being at station
B.

The actual structure of the corresponding macro-

event can be given in terms of a suitable composition of
the component events nsing macro-event construciors.
Consider two contradictory events el and 2. If their
temporal ordering is known and meaningful, eg. el
precedes e2, then the corresponding macro-event ¢ is a
sequential one, that is, el;e2; if their temporal order-
ing is meaningless (their global effect does not change
even if their crdering changes), and possibly unknown,
then the corresponding macro-event is a parallel one,
that is e1||e2; if their temporal ordering is meaningfol
and unknown, then the corresponding macro-event is
[e1]|e2]|[[e1; e2]|(e2; £1]]; and so on.
The last one is the case, for instance, of events of rota-
tion arcund orthogonal axes in the three dimensional
space which are not commutative, that is, the final
confignration of the rotaling system depends on the
ordering of their occurrences.

5 Conclusion

The paper made a propesal for embedding the notion
of time granularity into a logic-based representation
language. Firstly, it enumerated a number of nota-
tional and computational reasons that motivate the
introduction of time granwlarity and briefly surveied
and discussed the existing relevant literature. Spcces-
sively, it extended the Event Calculus to deal with time
granularity by introducing the concepts of temporal
universe, finite and infinitesimal evente, macro-event,
and continuously changing events and properties, Fi-
nally, it provided Event Calculus with the axioms sup-
porting upward and downward temporal projection.
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