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1 Introduction

Processing power of the recent microprocessors grows
very rapidly; It almost pets over the power of mainframe
computers, Trends of the continuous improvement of
the semi-conductor technology suggest that the process-
ing power of one-chip processor devices will reach 2000
MIPS until the end of 1990s, and that the parallel com-
puter system with 1000 processors will be instailed in a
cabinet which will realize 2 TIPS (tera instructions per
second) peek speed.

Such a gigantic power hardware is no longer hard to
imagine because fecent large-scale parallel computers for
scientific processing, just appeared in the market. sug-
gests a trend of large parallel computers.

However, the software technology on the scientific par-
allel computers focuses on very limited application do-
mains. Hardware design is also shifted to the applica-
tions somewhat, The parallel precessing paradigm on
those systems is the date parellelism. Problem model-
ing, language specification, compiling technique, a part
of 05 design, etc. are all based on the data parallelism.

The characteristics of the date-parallel computation
are regular computation on uniform data or synchronous
computation in other word. The coverage of this
paradigm is limited to non-wide area of application do-
mains, such as dense matrices computation. image pro-
cessing, and other problems with regular algorithms on
uniform data.

To make full wse of the gigantic power parallel
machines in the future. the other parallel processing
paradigms, that cover much wider range of application
domains, are longed to be developed,

2 New Domain of Parallel Ap-
plication

Knowledge processing is the target application domain
of FGC'S project, Characteristics of knowledge process-
ing problems are different much from that of scientific
computations based on the data-parallel paradigm.
Dynamic and aon-uniform computation often appear
in the knowledge processing. For example. when a
heuristic search problem is mapped on 2 parallel com-
puter, workload of each computation node changes dras-
tically depending on expansion and pruning of the search
tree. Also, when a knowledge processing program is con-
structed from many heterogeneous objects, each ohject
arises non-uniform computation. Computation loads of
these problems are hardly estimated before execution.

These large computation problems with dynamism
and non-uniformity are called the dynomic end non-
uniform problemsin this paper, When a system supports
the new computation paradigm suitable for the dynamic
and now-uniform problems, its coverage of the applica-
tion domain must expand not only to the knowledge pro-
cessing but also to some classes of large numerical and
symbalic computation that have less data-parallelism.

3 Research Themes

The dymamic and non-uniform problems arise new re
quirements mainty on the software technology. They
need more complex program structure and more sophis-
ticated load balancing scheme than that of the data-
parallel paradigm.

These items. listed below, have not been studied
enough for the dynamic and non-uniform problems with
large computation.

1. Modeling scheme te realize large concurrency
2. Concurrent algorithms

4. Programming technigues

4. Load balancing schemes

Languapge design

ore

fi. Language implementation
7. 08 implementation

8. Debug and performance monitoring supports

The latter five items should be included in the topics
of design and implementation of the system layer. The
former three items should be included in the applica-
tion laver or more general framework of software devel-
opment.

4 Approach

Such an approach has been taken in the FGCS project
that the svstem layer (including the topics 5 to 8 in sec-
tion 3} was carefully tailored to suit the dynamic and
non-uniform problems and topics of the upper laver (1
to 4) were studied on the svstem.

Key Features in the System Layer :  The svstem
laver satisfies these items to realize efficient programming
and execution of the target problems.



1. Strong descriptive power for complex concurrent
pfﬂg[&!lﬁ

2. Easy Lo remove bugs
3. Easze of dynamic load balancing
4. Flexibility for changing the load allocation and

scheduling schemes to cope with difficulty on esti-
meating actual computation loads before execution

Mainly, the language feature realizes these characteris-
tics and the Ia.ngu&iimp]mtntatian Eipmh efficiency.
The key language features are listed below.

¢ Small-prain concurrent processes : A lot
of communicating processes with complex structure
can be easily described, realizing large concurrency.

. Ilnp]icit synthmnixuti.unfunrnmunir_'utiun
They are performed between concurrent processes
even in remote processors. which helps to write less

buggy programs.

# Separation of concurrency description and
mappin%: Programmers firstly describe concur-
rency of the program without concerning with map-
ping (load allocation). Mapping can bhe specified
with a clearly separated svotax after the concur-
rency description is finished. Runtime support for
the implicit remote synchronization enables it.

s Handling a scheduling without destroying the
clear semantics of the single-assignment language

s Handling a group of small-grain processes as
& task

The language implementation realizes an efficient exe-
cut.ianmé :Em bures, including a efficient OS5 ker-
nel implementation of memory man ent, process
schedubing, communication, virtual glﬂnam space,
ete. [Taki 1992). The other OS5 functions, which are
written in the lanpuapge, realize an research and develop-
ment environment of parallel software including & pre-
gramming system, task management functions. ete,

Research for the Upper Layer : HResearch topics of
1 to 4 in section 3 have been studied. After tov prob-
lems have been tested enough. B & D on practical large
applications become important.
trong cooperation of experts on application domain
and on parallel processing is indispensable for those R
& D). Several RE D teams have been made for each ap-
E]icat.iun development. Firstly, the research topics have
een studied focusing on each application, then com-
monly applicable paradigms and schemes are extracied
and rupported by the system as libraries, OF functions
OF programming samples.

5 Current Status

Syatemn Implementation : A concurrent logic pro-
gramming language KL1, which has those features listed
in section 4, has been efficiently implemented on the par-
allel inference machine PIM. A paralle] operating system
PIMOS, which is written in KL1, supports an R & D en-
vironment for paralle]l software.

Very low-cost implementation of those features
[Taki 1992] encourages the research of load balancing
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schemes. The Ia:Fuage features helps the research of var-
ioug concurrent algonthims and programming technigues,

Application Development : Practical large applica-
tions have been implemented [Nitta 1992, such as:

o LS1-CAD systemn : Logic simulation [ Placenent

# (enome analvais system : Protein sequence analvsis
[Holding stmulation [ structure analysis

& Legal reasoning system
» (o game playing svsiem

s Other rig]'lt a.p|1|irat.inn PrOgrams with different
knowledge processing paradigms

Most of them arise dynamic or nen-unifern computa-
tion., Some measurements show very good speedup and
absolute speed by pavallel processing.

Common Paradigms and Schemes :  Efforts on
extracting common paradigms and schemes from each
application development have been continuing. Cate-
gorizing dynamic process structures and load distribu-
tion schemes have heen carried on. Performance analvsis
mehhndo]u%ies have also been studied [Nitta 1992],

A muiti-level dyvnamic load disteibution acheme for
search problems is alvesdy supported as & library pro-
gram. A modeling, programming and mapping scheme
based on a lof afetnm?f concurrent objects have been com-
monly used among several application programs.

6 Conclusion

Mew paradigms of parallel processing, that can cover the
dynamic and now-uniform problems, are expected 1o ex-
and application domains of parallel processing much
arger than ever,

The dynemic end non-uniform problems must be a
lakge application domain of parallel processing. coming
next to the applications based on the data-paralielism.
Parallel processing svstems. that support efficient pro-
gramming and execution of the dynamic and non-
uniform problems. will get close to the general-purpose
parallel processing svstem.

The KLI language system, developed in the FGUS
project. realize many useful features for efficient pro-
gramming and execution of that problem domain, Many
application developments have been proving effectiveness
u?lhr: language features and their implementation.

R & I of problem modeling schemes. coneurrent al-
gorithms, programming technigques and load balancing
schemes for that proh%em domain have started in the

voject. and still have to be continued. The aceunmu-
ation of those sofltware technology must make the Lrue
general-purpose parallel processing svstem.
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