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ABSTRACT

The aim of this paper is to provide some
details about the Ainference procedures of
RESEDA, an Intelligent Information Retrieval
(ITR) eystem wusing techniques of an
equivalent level to those now proposed by the
Japanege project for Fifth Generation
Computer Systems.

1  INTRODUCTION

An "intelligent" Information Retrieval
system (IIR) - that is, one based on the
eystematic use of technigues borrowed from
Enowledge Engineering — can be broken down
into the three blocks indicated in figure 1,
There is a fundamental difference between
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Unit i Unit

L

KEnowledge Base
(rule base s+ fact
databage) Management

Unit

figure 1

Intelligent Information Retrieval systems and
ordinary expert systems for diagnostic
applications, despite the analogies cbvious
from figure 1. This difference concerns the
fact that - in accordance with the aims of
any Information Retrieval system - the fact
datebase of an IIR is permanent and of
considerable size and is part of the
kmowledge base on an equal footing with the
rule base. From this point of wview, the
architecture of an IIR is cleser to that of a
gengralized information processing system of
a "Fifth Generation" type, see, lor example,
Amamiya et al. (1982}, than to a classical
expert system "& la MYCIN",

Indeed, the theme of "Intelligent
Information Retrieval" permeates many of the
objectives of the Japanese Fifth Generation
challenge; consider, for example, this

definition of the role of one of the building
blocks of a Fifth Generation Computer
System: "The Knowledge Base Machine holds a
large amount of bkmowledge data, which zre
structured well for accessi each knowledge
item effectively: when the knowledge base

machine receives & demand from the inference
machine, it searches and retrieves knowl
items effectively and hands them to the
inference machine; when the knowledge base
machine receives knowledge items from the
inference machine, it compiles and integrates
them inte the knowle base" (Amamiya et al.
1882:181, my italies). But, pending the new
tools which will be the offspring of the
Fifth Generation project, we have to conclude
that there probably exists, at the moment, no
gystem, even at a prototype stage, which
could truly be regarded as an IIR and which,
at the same time, allows all the possibili-
ties evoked by figure 1; in this context, the
aim of this paper is to provide some details
of an IIR system, the RESEDA system (Zarci
1981; 1983; 1984), which already includes a
number of important IIR procedures foreseen
in the Japanese project. I shall concentrate
mainly here on the "“inference procedures"
aspect of HESEDA, whilst referring the reader
for more details on the "knowledge represen—
tation™ aspect to Zarri [1984).

RESEDA is an IIR system with "reasoning"
capabilities in the field of complex
biographical data management. The term
"biographical data" must be understood in its
broadest possible sense, i.e. referring to
any elementary event, located by space=time
coordinates, that it is possible to isolate
within +the life-cycle ("biocgraphy") of a
given "personage". As regards the diagram in
figure 1, RESEDA is at differing stages of
practical implementation:

- A first wverslon of the “Knowledge
Progessing Unit" and the "HKnowledge
Base Unit" is completely ingtalled in
the framework of a RESEDA prototype,
written inm VSAPL, which Thas been
operatignal for over a year at the
Centre Inter-Régional de Calcul
Electronique (CIRCE), Orsay, France.
This prototype has been developed thanks
to grants from the Délégation Géndrale &




la Recherche Scientifique et Technigue
(CHNRS-DORST contract n® 75.7.0456), the
Institut de Recherche d' Informatigue
et d'Automatique (CHNRS-IRIA contract
n® 78,206) and the Centre National de la
Gecherche Scientifique (ATF n® 955045).

- The "Advanced Interface Unit" {AIU},
on the other hand, is at an embryonic¢
gtage: querying the system, for
example, is not done in natural lan-
guage, but by using a coded format
corresponding to the external form of
the RESEDA's knowledge representation
"metalanguage", See also section 3.
Studies have been carried out, however,
with a view to using an AIU for auto-
matically converting &n initial
formulation in natural language of the
information to be introduced into the
fact database into ite representation in
the terms of  HRESEDA's knowledge
representation metalanguage (Faribault
et al. 1984).

The deseription of RESEDA's inference
procedures will be based on  examples
referring to a, well known, application of
the system to a knowledge base on the histery
of France. The system has been used in other
fields, however, <the military, for example
[CHRS-CIMSA contrat n® S07602}); other
applications cre being studied, concerning in
particular the legal field.

2 FUMDAMENTAL CONCEPTIS OF RESEDA'S
KNOWLEDGE REPRESENTATION LANGUAGE

RESEDA's "knowledge base" is made up of
the knowledge, in its entirety, represented
in declarative form inside the system. This
base is divided inte two subsets which, from
a strictly functional point of wiew, have
quite different roles:

= the "fact database" contains the data,
in the usual sense of the word, on which
the system will operate, that is the
true "biocgraphieal data" and the
system's general information about the
specific field it is meant to manipulate
{axtensional data);

- the "rule base" contains the reasoning
schemata which allow the system to
search for data in the fact database by
instantiating perticularly complex
inference strategies (intensional data).

This differentiation disappears com-
pletely when one considers the knowledge
representation language (“"metalanguage", in
our terminology] used to deseribe the infor-
mation contained im the two parts of the
knowledge base. This language is the same in
both cases; the only difference being that
extensional data do not have any guantified
variables; they represent assertions of
individusl facts. The intensiconal data
invelve quantified variables because of the
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need to write inference rules applicable to
large classes of events. This uniformity in
the representaticns has considerable advan-
tages from the point of view of both logical
perspicuity and computational efficiency.

Space prevents me from describing, ewven
briefly, the metalanguage used. Hote,
however, that, essentially, our metalanguage
follows a "case grammar® conception as
developed by AL researchers from the ideas of
Fillmore {1968); for example, each elementary
unit describing a particular event (“predi-
cative plane") is coded in terms of one of
five possible “predicates" (BE-AFFECTED-BY,
BEHAVE, BE-PHESENT, MOVE, FRODUCE). One or
more ‘“modulators" may be attached to each
predicate in onrder to infleet its basic
semantic signification, allowing for the
construction eof several new meanings"
associated +to the different combinations
"modulator{s} + predicate".  Each predicate
iz accompanied by "case slots" (SUBJect,
OBJect, SOURCE, DESTination, MODAlLity, ete.)
which intreduce its arguments; dating and
space logcation is also given within a
predicative plane. These elementary units
can be linked together using explicit links
{"Mabelled pointers"} of the type
PCAUSALity", "MGOAL", etec., which permit the
construction of "frame" like data structufes.
An example of a very simple predicative plane
is provided by the one marked "114" in figure
2, which is part of RESEDA's historical
database. It is the representation ef
"Robert de Bonnay is appointed ‘'bailll' of
MEcon by the King's council on Z7th
september 1413%; the "bailli" was a high
level civil servant who dispensed Jjustice,
administered finances, etc. for a particular
area, +the "bailliage", in the name of a king
or lord. The code in capital letters
indicates a predicate and its associated case
slots. Each predicative plane i3 charac-
terized by a pair of "time references"
{datel-date2) which give the duration of the
episode in guestion. Im the plane 114, the
second date slot (dated) is empty because the
modulater "begin" specifies that the event
described, in this case the nomination, is a
punctual event which does not extend in time
further than the single date explicitly
indicated; for details of the representation
and use of temporal data in the RESEDA
system, sSee Zarri (1983). The presence of
the modulater “soc" (social) and of a
"SOURCE" conforms to the [act that Robert de
Bonnay's appointment occurs in the context of
hiz professional activity. "Hobert de
Bonnay" is a label (address) pointing to the
group of planes available in the system which
concern the corresponding personage; "bailli"
(meaning the "post of bailliv} and "king's-—
council" are entries in the RESEDA lexicon
organized 23 a tree structure; MScon” is
obviously the "lecation of the cbject®.
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3 “LEVEL ZERO" OF RESEDA's
INFERENCE PROCEDURES

From the point of view of the system's
erganization, the different inference
procedures implemented in RESEDA have the
following characteristics:

- They are all besed on the same "kernel"
of elementary functions from RESEDA's
interpreter; thig kernel is the
gystem's "match machine". Thus, relative
to the architecture illustrated in
figure 1, the match machine forms the
inner core of the Knowledge Processing
uUnit (KPU).

= Only high level inferences require the
recourse to real "inference engines" of
the type encountered in MYCIN or PROLOG,
which necessarily make use of the
complex information in the rule base.
The lew level {"level zero") does not
require access to data in this base and
is provided by using the “match machine™
alone.

The example in figure 2 should make it
clear what we mean by "level zero inference".
The question at the top of the figure
corresponds to the following natural language
formulation: "Give wme any information
existing in the fact database eoncerning the
posts that Robert de Donnay may have had
during 1414, In the present state of the

query (search pattern)

[1-january=1414, 3l-december-1414]
BE-AFFECTED-BY  SUBJ Robert-de-EBonnay
oBJ post

ATEwWEr

selected planes : 8
114 115 116 117 143 144 145 159

matched planes : 2
114 115

114} begin+soc+BE-~AFFECTED-BY
SURJ Robert-de-Bonnay
0BJ bailli:Micon
SOURCE king's-council
datel : 27-september-1413
date2 ;
bibl. : Demurgerl,234

115} begin+soc+BE-AFFECTED-BY
S0BJ Robert-de-Bonnay
0BJ seneschal : Lyon
SQURCE king's-couneil
datel : 27-september-1413
date2 :
bibl. : Demurgerl,Z234

Do you wish to transform the pattern

L.yes/.no)

= N0

figure 2

system, it is up to the user to formulate his
request in terms of RESEDA's metalanguage,

The original gquestion is thus reduced to
& "gearch pattern", which is one of RESEDA's
fundamental concepts: a "search pattern”
carries the essential elements, expressed in
terms of RESEDA's metalanguage, which it is
necessary to search for in the fact database:
the aim is to deduce from this base alil the
planes which fit the pattern. A search
pattern may originate from outside the
gystem, if it is a direct translation of a
query posed by the user. On the other hand,
it may be automatically generated by the
system, as will be clarified later, during
the execution of a high-level inference
procedurs,

To recover information from the fact
database, a search pattern, whether it
originates internally or externally, calls
upon the modules of the match machine in the
KPU. The "match machine" is made up of three
main modules; all three have a search pattern
as atarting point:

= The "PLANE-SELECTOR" has no other input,
and produces a first list of labels
(addresses) of planes contained in the
fact database (see the list of eight
addresses, "selected planes", indiecated
in figure 2).

— The "PARSER" receives as input the
search pattern and a plane (the address
of which is in the list produced by the
plane selector). It compares the two to
decide whether the plane matches the
model or not. (In the case of figure 2,
only planes 114 and 115 were retained
by the module as truly corresponding to
the entry pattern).

~ The "VARIABLE-ASSIGNER" ghares the
inner core of the mateh reutines with
the PARSER; it has been developed
according to the needs of the high
level inference procedures - and bhus
dogs not come into play at level =zero,
it will be mentioned again in chapter 5.

The reason for using a preselection
module ("PLANE-SELECTOR"™) working with the
match module itself ("PARSER") is mainly
linked te the fect that the syntactic
structure of the predicative planes ig
normally far more complex, see for example
plane 63 in figure 3, than it appears at a
first glance when examining the very simple
examples given in figure 2 (planes 114 and
115).  Thus, it is an advantage to delay the
match  with the atterns  wntil it  is
reasonably certain that a proup of planes a
priori relevant has been isolated (the eight
"selected planes" in figure 2).

The eriteria used in establishing this
first sub-group are, in order, the
following:




- Select the planes where "personages!
named in the search pattern appear.

- Belect the planes built around the same
predicate appearing in  the search
pattern.

- Select the planes where there is a
correspendence between the temporal
information encoded in the ‘'search
interval® of the pattern and the dates
indicated in the planes. The search
interval - see the information between
square brackets associated with the
pattern in figure 2 - i= employed to
limit the search to the slice of time
which it is considered appropriate to
explore in the fact database.

The search for a correspondence between
gearch interval and dates is particularly
complex, =ee Zarri (1983:100-106). There is
no question of going into more detail here,
and we must limit ourselves to a few remarks
concerning the results of figure 2. The
answer to the guestion asked, which concerned
the posts held by Robert de Bonnay in 1414,
iz provided in the form "On the 27th of
September 1413 {i.e. the year befere), Hobert
de Bennay was named [begin+BE-AFFECTED-BY)
'hailli' of M@con and seneschal of Lyon™; in
the absence of any information to the
contrary explicitly included in the base, the
preselection algorithms were able to infer,
despite the fact that the dates in the plane
and the search interval do not coincide, that
it is poseible that in 1414 Robert de Bonnay
still occupied those posts. Predicative
planes like 114 and 115 are indeed registered
in the fact dJdatabase according to the
vcategory" of dating known as "posteriority":
the state of affeirs represented by the
events {(in thiz case, for example, the fact
of being din possession of the post of
"bailli¥) is set up "as starting from” the
enly date (datel : 17-september-1413) shown
explictly in these planes (Zarri 1563:91-87) .
These simple temporsl data level Iinferences
are amongst the most interesting of RESEDA's
level zero inference system.

The kind of match performed by the
PARSER has certain characteristics which
differentiate it from a normal unification
gven if the basic sechanism iz, as in PROLOG
(Colmerauer 1%63), a comparison of labelled
trees. These characteristics are as Tollows:

= The match routines do not operate on
the temporal information centained in
the plane and the pattern, since these
have already been compared by the
PLANE-SELECTOR module.

- A plane is considered compatible with
the proposed pattern if it contains at
least all the expliecitly declared
elements in that pattern.
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- When entering the PARSER meodule, the
pattern can only econtain variables
known as “implicit" wariables. These
are "zero = empty posltion” and “generic
tern = root of a sub-trees in the
lexicon" wvariables.

The distinction between "explicit"™ and
ilmplicit? wvariables is wital in RESEDA;
"axplicit" variables are used in high lewvel
inferences where the same variable is called
g number of times during the procedure and
must thus be individualized by an explicit
"name”,. It should be noted, however, that in
accordance with the principle of using the
Same basic building blocks throughout
RESEDA's interpreter, explicit variables must
be reduced to implicit wariables when thay
are processed by the inmer core of the match
routines, which, as I have already menticned,
is shared between the PARSER and the
VARIABLE-ASSIGNER modules; the latter deals
with explieit variables. Returning now to
the results in figure 2, one can see that the
term "post™ in the pattern, which is the head
of the sub-tree of the same name in the
lexicon, has been processed by the PARSER as
an impligit wvariable, which enabled us fto
recover the two specific terms "bailli™ and
"geneschal" pertaining to this sub-tree in
planes 114 and 115. A wariable of type
vzero" could have been used as a filler for
the "SUBJ" case-slot in a pattern eguivalent
to the gquestion "Who held the post of
"pailli' in MScon in L4l4%.

It is also important to point out that
any element which can be used in a well-
formed expression in REBEDA's metalanguage
is a "tagged" element : in its internal
representation, two bits are reserved to
specify the “type", that is the category of
the metalanguage te which it belongs
(temporal information, locatien, predicates,
modulators, cases, classes and sub-classes of
the lexicon, variablas, ete. ). The
advantages are obvious from the point of view
of the simplification of coherence checks
gnd, in particular, of being able to build a
fast data type checking mechanism to speed up
the match process. One might note that a
similar decision was taken in the design of
the Personal Sequential Inference MHachine,
P51, which was constructed within the
framework of the "Fifth Generation” project,
see Yokota et al, (1983).

A  INFORMAL INTRODUCTION TO THE HIGH LEVEL
INFERENCE PROCEDURES

The aim here is to provide an informal
description of the twe kinds of high level
inference operation, relying on informaticn
in the rule base, that are implemented in the
gystem: these are known as transformations
and hypotheses. GSection % will deal with the
i pfarence machines” which, in practice, make
these operations possible.
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4,1 Transformations

Let us suppose that, when asking the
syatem the guestion that corresponds to the
gsearch pattern in figure 2, we obtain no
answer; or that having recovered planes 114
and 115, we would like to know more, it is
then possible (by answering "ves" to RESEDA's
question) to allow the system to
auvtomatically "transform™ the initial search
pattern by substituting it with another
"semantically equivalent" pattern, if one
exists, and then executing the corresponding
Program. "Semantically equivalent” means
that the information eventumlly obtained with
the new pattern  should "imply" the
informaticn that we did obtain or would have
obtained with the original pattern.

To keep to an extremely simple example,
consider the trapsformation of figure 3,
allowing ws to change a search pattern
forsulated in terms of "end+BE-PRESENT" into
& new one in terms of "MOVE"™, which can be
submitted, in turn, to the usual preselection
and match procedures. This formal rule
translates the common sense rule "If someone
goes from one place to another, he has
certainly left his starting point': the
Justification of the use of substitution in
figure 3 lies in the fact that any
information sbout some personage x having
moved from k to 1 is at the same time a
response to any query about the possibility
of his no longer being at place k. Hota
that, in the terms of RESEDA's metalanguage,
the movements of a personage are always
expressed in the form of a subject x which
moves itself as an object.

t1) end+BE-PRESENT == MOVE SUBJ x
BUBJ x : k OB x &

X = gpersonage:
k,1 = <location> ; k# L

figure 3

On a conceptual level, it iz worthwhile
noting that the explicit "wvariables" which
appear in the original search model (x and k
in figure 3) must appear in the transformed
model andfor in the "constraints" associated
with the new variables (1 in figure 3)
introduced at the level of thiszs transformed
model, see rule tl. This ensures the logical
coherence between the two parts of the
transformation; asz we said, the model on the
right hand side must indeed "imply" the one
on the left. The values which replace the
variables in the retrieved plane (or planes)
using the transformed model must obviously
respect the constraints associated with all
the explicit variables which appear in the
transformation.

4 second example of a transformation is
that given in figure 4; the common sense rule
underlying this formalism is: "To know if
someane - [5.} ie employed by an organization
(p} which belengs (SPECIF) to a second person
(¥}, one might check, amongst other things,
whether he regularly receives money (g) from
this organization".

t2) BE-AFFECTED-BY <l BE—AFFECTED-BY
S5UBJ p (SPECIF y) SUBJ x
0BJ  x (SPECIF g} OBJ r
SOURCE p (SPECIF y)

ermanent-posts

+¥ = <personages> | p = <social-bodys
= <p
= <permanent-salary>

figure 4

Two points can be made about the
transformation in figure 4:

-~ The first is that this transformation,
contrarily to the one in fipure 3, is
"Ewo way®, d.e. it can be used not only
for transforming the pattern on the laft
hand side into the one on the right, but
algo for transforming the pattern on the
right intoc the one en the left. In this
case, it is net, in fact, possible to
state clearly that the right hand side
should imply the left hand side rather
than the contrary; this is echoed, at a
formal lewvel, by the equality between
the number of wvariables which appear an
both sides.

- In figure 4, the rule for creating
well-formed transformations - which re-
quires thet any wvariable appearing in
the pattern on the left hand side must
alsc be found in the patterm on the
right hand side - takes, for the wvari-
able g, the form of an implicit link
between those sub-trees of the lexicon
whose terme can substitube g and p; the
restriction for g in the 'permanent—
poest” zone of the "post" tree demands an

analogous rastriction in the
"permanent-salary" zone of the *“salary"
tree.

4.2 Hypotheses

A second category of inference rules
makes 1t possible to search for the hidden
"causes™, in the widest sense of the word, of
an attested fact in the database. For
example, after retrieving planes 114 and 115
in response to the guestion in figure 2, and
if we assume that the “reasons" for the
nominations are not explicitly recorded in
the fact database, the user will now be able
to ask the system to automatically produce @&



plausible explanation of these facts by using
a second category of inference rules, the
"hypothezes'.

In order to give an initial idea, on an
intuitive level, of the functioning of the
hypotheses, figure 5 shows the formulation in
natural language of two characteristic
hypotheses of the RESEDA syatem. The first
part of sach of thesa rules corresponds to a
particular class of confirmed facts (planes)
for which one asks the “causes". For
example, the planes in figure 2 are clearly
an exemplification of the firat part of the
gecond hypothesis in figure 5. In RESEDA's
terminclogy ., the formal drafting of this
first part is called a “premize". The second
part (the "condition") gives instructions for
searching the database for information which
would be able to justify the fact which has
peen matched with the premise. That is, if
planes matching the particular search
patterns which ecan %be obtained from the
veondition” part of the hypothesis can be
found in the database, 1t ie considered that
the facts represented by planes eould
constitute the justification for the plane-
premise and are then returned as the response
to the user's query.

Let ug now look in some detail at the
hypothesis h2 in figure 5, A whole family of
inference rules expressed im RESEDA's
metalanguage corresponds in reality to the
natural language formulatien given in h2; one
of these realizations is shown in figure 6.

hi) +.. one might take a particular attitude
in an argument

BECAUSE

one has close links with one of the
parties in a conflicting situation

h2) ... one might be chosen for a {official)
poat

BECAUSE
oneg iz attached to & wvery important
perscnage who has just taken power

figure 5

The meaning, in clear, of the formalism
in figure 6 iz as follows. To explain what
brought the administration m to give post m
to %, the hypothesis suggests we check in the
system's database for the following two
facts, which must be verified simulta—

neously (operater "A", Mand"):

- At & date that is previous, but suffi-
ciently close to the date of nomination
dl, the administration n comes under the
leadership of ¥ (n starts to have y for
chief {lid = leader}). bl and b2 allow
the system to automatically construct

637

the twe limits (boundl, bound2) of the
search interval to be associated with
the search patbtern extracted from
condition schema A.

- x was persanently employed by an impor-
tant person y (the seigniorial adminis-
tration p specific to y was "augmented"
by x)} during a sufficiently leng pericd
round the date of nomination (schema B).

migse : 0
o) beginssoc+a+BE-AFFECTED-BY SUBJ x
oBJ m
SOURCE n
datel : dl
date2 :

constraints on the variables of the premise :

a # neg,lid ; x = <personage»
m = cmcnarchic-pnst}|<seigniortal-poﬂt>
n = king's-council lord's—council
if m = ¢monarchic-posts
then n = king's-council
if m = <seigniorial-post>

then n = lord's-council
condition : A A B
A) beginalid+BE-AFFECTED-BY

SUBJ n
0BJ ¥
boundl : bl
bound2 : b2
B} BE-AFFECTED-BY  SUBJ p (SPECIF y}
0BJ % [(SPECIF g}
boundl : b3
boundZ : b4

constraints on the variables of the condition
schemata !

¥ = cpersonagex; X ¥ ¥
p = «<seipnicrial-organization:
g = <permenent-post>

information for creating a search interval :

bl = dl - 1 month ; b2 = dil

b3 = d1 - 2 years ; bd = dl
figure 6

Mote also, in the formulatiom of the
premize r , the introduction of a modulator
variable "a" to explicitly exclude from the
planes which will be explained by the
hypothesis all those planes which involve the
take-over of some organization (& = 1id), or
which relate an aborted nomination (& = neg).

Figure 7 shows planes (145 and 150)
obtained by means of this hypothesis in the
case of a guery about the possible causes of
the events related in planes 114 or 115
{(Rebert de Bonnay's nomination).
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150} begin+lid+BE-AFFECTED-BY

SUBJ king's=council:Paris

OBJ {COGRD Louis-d'Anjou
Charles—d'Orléans Jean—de—
Bourbon BDauphin-Louis
Jean-de-Berry
Bernard-4" Armagnac ) :Paris

datel : lst-september-1413

date2 :

bibl. : consensus

"On the lst september 1413, the leaders
{COCRD = COORDination) of the faction
favourable to the Duec d'Grléans took
control ('lid") of the administration of
the state.

145) BE-AFFECTED-EY

SUBJ prince's=court [SPECIF

, Charles-d'Orléans) : Blois

0BJ Robert-de-Bonnay {SPECIF
chamberlain}

datel : B-april-1409

date2 : (1415)

bibl. : Demurgeri, 234

"Hobert de Bennay held the post of
chambariain to the Due d'0Crléesns (the
court of Charles d'Orléans, whoge
residence was at Bleis, was 'sugmented’
by Robert de Bonnay) from & april 1408
until 1415 (reconstituted date)®

figure 7

Let me finish by emphesizing that the
system does not restrict itself to displaying
the planes recoversd from the database, but
also explicitly displays the new "causality"
relationships found in the form of a “paren-
thetie plane", [114 {CAUSAL 150 145)] for
example. Parenthetic planes are, in the same
way as predicative planes, elementary unita
of meaning accepted by the fact datesbase, and
are used to  represent logical links
(causality, goal, motivation, ete.) existing
between predicative planes. A parenthetic
plane such as the one given can thus be
permanently stored in the fact database after
being validated by the user; this second type
af high-level inferences, the hypotheses,
provides the system with an, albeit
elementary, learning capability.

5 THE COMPUTATIONAL STRUCTURE OF HESEDA's
INFERENCE ENGINE

The high level inferences introduced in
the previcus chapter are executed by an
inference engine. The behaviour of this
engine is defined by two machines in RESEDA's
interpreter, the "transformation" and the
"hypothesie" machines, which are part of the
KPU, see figure 1, and which make use of the
match  machine. They can function
independently, or in an integrated fashion,
with the transformation machine being called

in the context of the hypothesis machine.
This means that - whenever all the
possibilities of matching associated with a
search pattern extracted from the conditicn
schema "i" of & hypothesie have been
exploited - the pattern can still be used by
transformi it before "backtracking" to
level i-1, thus retrieving new values for the
variableg which perait the "forward"®
processing of the hypothesis to continue,

5.1 Selection modules and execution modules

The "hypothesis machine" consista of twe
main modules:

- an  "H-SELECTION" module which, frem a
predicative plane P existing in the
bese, provides a list of addresses of
hypotheses liable to explain P s

= an  “H-EXECUTION" module which, given a
predicative plane P and the address of
an hypothesis H, displays all the planes
offered by H as an explanation of P.

The execution module in turn consists of
three sub—modules: a premise schema is
processed by & sub-module EXECPREM: a
condition schema is processed by a sub-
module EXECCOMD; EXECPREM and EXECCOND
ensure the “forward traversal™ in the
"choice trea", see below; the "backtracking'
is ensured, on the other hand, by the sole
sub-modisle REEXEC,

In the =zame way, +the "transformation
machine" consists of two main modules:

- @ "T-SELECTION" module which, from a
search pattern R, provides a list of
addresses of transformations liable to
oparate on R ;

= & "T-EXECUTION" module which, from
a search pattern R and a transfor-
mation T, provides the model transformed
from R by T.

This way of structuring the two machines
is linked to the particular way in which a
high-level infersnce rule is executed and
which includes two distinct steps:

- a "bpottom-up" phase which involves
going from a articular expression
compatible with RESEDA's metalanguage (a
plane which is te be explained in the
case of a hypothesis or a pattern for
which a substitute must be found in the
cage of a transformation) and selécting
in the rule base cone or more ‘'rule
heads” (premises or left hand sides of &
transformation) which define a general
class encompassing the expression in
quéstion: this is the "gelection"
phase;

- a "top-down" phase, during which the
program that corresponds te the rule or
rules selected is executed generating



particular search patterns with which te
explore the fact database (execution
phase].

5.2 Expleration of the choice tree

The execution modules are rather more
intereating than the selection modules from
the point of view of their logical
architecture; some details about selection
modules can be Tound in Zarri (1984:102-103).
I have already menticned that the execution
strategy implemented is "top-down"; in fact,
any of RESEDA's hign-level inference rules,
hypothesis or treansformation, can be defined
s an implication of the type: X IF Y1 AND Y2
«n. AND ¥n, where “X" is a hypothesis premise
or the left{right)=hand side of a transfor-
mation, whereas "Y1, ... ¥n" are condition
schemata (& and B in  figure &), ar
right{left)-hand sides of & transformation.
The execution modules interpret each impli-
cation as a procedure which reduces problems
of the form X to sub-problems Y1 AND ... AND
Y. Each of the sub—problems Yi in turn is
interpreted as a procedure call which gives
rise, &t the end, to search patterns to be
tested in the fact database. lote that, as
in PROLOG, procedurs calls Yi are executed
left to right in the order in which they are
written; thus, in the hypothesis in figure &,
condition schema A will be interpreted before
schema B.

Two remarks of a general nature can be
made immediately:

= The functioning of the execution modules
of RESEDA's inference engine which we
have just defined corresponds to the
top—down functioning of PROLOE's
interpreter {(Kowalski 1982; Colmerauer
1983}, It iz probable that this simi-
larity exists because PROLOG is
permeated by a philosophy of '"resolu—
tion by searching through & databage" ;
in which caszse a top down approach would
seem more or less obligatory.

= In the long run, the execution of
RESEDA's high level inference rules has
identical characteristics whether in a
"hypothesis" or "transformation" frame-
work :  only at the end of execution
will the planes retrieved be interpreted
as evenis explaining a certain fact
{hypotheses) or as an indirect response
to & question put to the system
{transformations). This explains how
the same blocks in the interpreter can
be used in contexts which seem a prieri
quite different.

Let us take a look now at some technical
details; for a more complete description, =see
Zarri et al. {(1983:97-124).

The search for solutions within the fact
database by means of high-level inference
rules of the "hypothesia" type amounts to the
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exploration of a 'choice tree™. The branches
of this tree originate at twe different
levels during the use of the match machine
within the inference eéngine: .

- The search patterns extracted from the
condition schemata are first processed
by the FPLANE-SELECTOR module of the
mateh machine as usual. & first source
of branching arises from the fact that
this module will normally provide in
response a whole series of labels of
planes, see figure 2; these labels will
be stored in a Flane Address List (PAL).

—~ The planes that correspend teo these
addresses will then be examined one by
one by the VARIABLE-ASSIGHNEH module of
the mateh machine. As stated previous-—
ly, =ee section 3, this moedule has much
the same duties as the PARSER module; in
ather words, it checks in detail whether
a preselected plane does, in fact,
correspond %o the search pattern;
additionally, it gives all possible
bindings {"plane wvalues" = dates,
locations, modulators, personages, terms
of the lexicon) for each explieit
variable mneaded by the originating
condition schesa. The fact that there
can be a number of combinations of
possible bindings for the set of
explicit warisbles appearing in a given
condition schema, which is the =second
source of branching, iz due to the
presence of "lista" in the planes of the
bage, =ee for example the COORDination
list in plane 150 (figure 7).

The mechanism for preogressively building
the choice tree in the case, for example, of
a hypothesis made-up by two condition
schemata is illustrated in figure 8, The
element marked "H" appearing at the top of
the tree is the search pattern extracted from
the premise schema 50. This search pattern
must directly mateh plane P which relates the
event that is to be explained, for example
plane 114 or 115 in figure 2, szes also
section 4,2; thus, at this level, only the
VARIAELE-ASSIGNER madul e of the makh
cmachine is wused without recourse to the
PLANE-SELECTOR. This match operation will
give rise in general to a number of different
combinations of bindings (B) for the vari-
ablee of the premize schema; four of these
are shown in figure 8. Each of these combi-
nations will be used in turn to construct a
search pattern R from the condition schema
Sl this i= the beginning of a "normal cycle®
of the tree construction. Figure 8 presup=-
poses +that a call +to the PLANE-SELECTOR
module of the match machine leads to a fail-
ure for the first, third and fourth of these
search patterns, whereas the second provides
three preselected planes and thus a PAL of
three plane labels; a PAL containing multiple
labels, such as these, ig the first source of
branching aagociated with the processing of a
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condition schepa. The planes thus obtained
must now @ctuslly be compared, wusing the
VARIABLE-ASSIGNER module, with the search
pattern which gave rise to them; the match
can lead to a fallure or producea oné or more
combinations of bindings for the variables in
condition schema 51 (second level of
branching); ete.

' R
processing I
of the
premise P
schema 50
B B B B

processing
of the
condition
schema S1

proggssing
of the
condition
schema 52

fipure 8

To refer now to & concrete example which
has already been examined, the only possible
search pattern extracted from the condition
schema A in figure & (where the variable n
will ebviously already have been substituted
by the value "king's-council", retrieved, by
matehing the presise, within plane (114 er
115) that is to be explained, see figure 2)
will give rige, thanks to the PLANE-SELECTOR
module, to a PAL containing 15 preseslected
planes; each plane of the PAL will therefore
produce a branch in the choice tree.

When plane 180 (figure 7) which pertains
to this PAL is examined, the six perscnages
appearing in the COORD list filling the 0BJ
glot may be acceplable wvalue: for the new
variable y introduced by schema A; each of
these bindings is in turn substituted for ¥y
giving rise, in schema B, +to six different
comblnations of walues for the two variables
already bound, x ("Robert de Bonnay") and y,
and finally to six different search patterns
extracted from schema B (second level of
branching), etec.

It now becomés easier to explain the
function of the sub-modules EXECPREM,
EXECCOND and REEXEC, EXECCOND is called each
time there exist conditions faveourable for
advancing in the hypothesis, in other words,
for being able to process & new condition
aschesa ; its funellon is te find & series of
values which could be "acceptable" bindings
for the variables intreduced by the schema in
guéstion. "Acceptable™ means that these
bindings were retrieved from planes in the
bage which were syntactically comparable with
the search patterns extracted from the
condition schema, and that they satisfy the
semantic ceonstralnts asscciated with the
variables. EXECPREH proceszas the praealse
schema with the same aimse as EXECCOND, but is
called in & situation where no bindings for
the variables of the hypotheses exlet so far.
To reach their goals, EXECCOND and EXECPREM
must carry out a fairly complex sequence of
cperations (instantiating the wveriables of
the schema being processed with the walues
which may already have been retrieved from
previous schemata, constructing search
intervals and search patterns, determining
the combinmtions of binding variables, etec.).
For example, to wverify that a certain
candidave wvalue satisfies the consitralnts
apsociated with a variable requireg that one
has firstly solved the possible "eonditional
constraints" of the wvariable, see the
constraints of the type "iffthen" in the
example of figure 6.

EXECPREM and EXECCOND perform the
forward traversal of the choice tree; if the
attempt to find a combination of values valid
for the new variables of a condition schema
fails, or if it succeeds, and the condition
schema exanined was the last one in the
hypothesis, then the inference engine is
forced to backtrack. This is done by the
REEXEC sub-module, which backs up to the
level of the schema Si-1 preceeding the one,
8i, were the dead-end was found; @an attempt
by HEEXEC to reach & level higher than the
premise indicates that the traversal of the
choice tree is finished. REEXEC would not
function correctly if, at svery level Ni"
encountered during a  hypothesis, the
“gnvironment” of the process was not stored.
The infermation which defines the envirenment
is contained in a “"Hypothesis Structure®
(H8); for more on the use and implementation
of the notion of environment in a top-down
execution f{ramework, see Zarri et al.
(1983:97-124) and Bruynooghe (1983}.

It should be obvious from the above
that, in the execution modules of RESEDA's
inference engine, the forward traversing of
the choice tree is of the depth-Tirst type:
the backtracking, at least in the present
prototype, 18 however systematic. In other
words, REEXEC is ocalled ewven if the
expleration of a branch of the tree is
terminated and an. acceptable solution is




found. This method enables us to have a full
panorama of +the successes and failures
associated with the different branches of the
choice tree and is particularly well suited
te the aims of an Information Retrieval
syskam; obviously, this can he
computationally expensive.,

In the case of RESEDA, two fundamental
architectural characteristies allow . the
inferénce engine to operate with a gquite
remarkable level of efficiency while main-
taining exhaustive backtracking; these are:

- the use of the PLANE-SELECTOR module of
the mateh machine within the inference
engine, which allows inferencing to be
carried out on a much-reduced sub-set of
the fact database;

= the notion of "Etype" mentioned in
section 3, which speeds up considerably
the mateh operations themsalves
(VARIABLE=-ASSIGNER module).

This obvigusly does not mean that we
refuse to consider the possibility of adding
te RESEDA the option of superposing, when
neceéssary, &a "best first" approach onto the
bagic "depth first" mechanlism. Studies are
being carried out at the moment which may
lead to the intreduction in ERESEDA of an
"intelligent" control option of the kind
described in Gallaire and Lasserre {(1979) or
Pereira and Porto (1882).

I shall end this section with a few
remarks about the "integrated mode"™ of
functioning of the transformation and
hypothesis machines. The interest from a
practical point of wview of this possibility
is obvious: it enables a considerable
increase of the ewplanatory power of the

theses. As mentioned above, wusing the
transformation machipe inside the hypothesis
machine means that - whenever all the
possibilities associated with a search
pattern extracted from a condition schema "i"
have been exploited {that is, PALL has been
completely explored) = the pattern can still
be employed by transforming it before
backtracking to level i-1.

Suppose for example that the PAL
associated with the search pattern that ecan
be derived from the condition schema B of
figure & after having assigned to y the value
"Charles d'Orléans” has been completely
explored. The pattern can then be trans-
formed using transformation t2 of figure 4
from left to right, checking now whether
Robert de Bonnay received any form of
permanent salary (r) from an organization (p)
belonging to Charles d'0Orléans (variables x
and y heve already been bound in the stage;
that preceded the processing of schema B in
figure &; obviously, the use of the same
variable names for this schema and the
traneformation in figure 4 iz merely a
didactic artifice serving to clarify the
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cperations performed). One may axpect in
thizs way to retrieve plane 151 of figure 9,
relating the fact that Robert de Bonnay, in
1409, started to receive a pension from
Charles d'Orléans, which econfirms the
existence of a strong link between the two
pPErSONAges .

151) begin+BE-AFFECTED=-BY
SUBJ Robert-de-Bonnay
0BJ pension
SOURCE prince's-court (SPECIF
Charlea-d'Orléans) : Blois

datel : 1409

date2 :

bibl. : Demurgerl,999
figure 9

6 CONCLUSION

In this paper, I have concentrated on a
deseription of the inference mechanisms
realized by the "“machines" vwhich are part of
the Knowledge Processing Unit (KPU) of
RESEDA, an Intelligent Information System
(IIR} dealing with complex ‘“biographical"
data which is compatible with the aims of the
Japanese Fifth Generation project. In
particular, I have tried to evidentiate tweo
fundamental principles underlying Ehee
system's architecture:

= allow the execution of inference pro-
cedures of a sufficiently pgeneral
nature to be something of a guantum jump
when compared with usual Information
Retrieval technigques;

- maintain eriteria of computaticnal
economy and efficiency: the use of real
"inference engines" only in high-level
inference operations; gystematic
multiple use of basic logical building
blocks: the use of "tagged" elements
and of "preselection" operations; etc.

I would like to add that the choice of
APL for  the progranning of RESEDA's
interpreter (about 150 KBytes) is to a large
extent responsible for the indisputable
efficiency of the system. A high level,
function oriented interpreted language, APL
provides a programming environment comparable
te that of many LISP dialects, with the
advantage of a memory management which is
both more efficient and less greedy than that
imposed by the "list-oriented" philesophy of
LISP. Its concision, and the power of its
"assamblear typa" operators {for the
manipulation of bit strings, for example, or
for the execution of complex arithmetic or
algebraic operations) have, on the other
hand, ne equivalent in other more usual AT
languages; 1ts array oriented philosophy has
proved indispenseble for the realization of
some of RESEDA's fundamental tools, such as
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the PLANE-SELECTOR of the mateh-machine or
the selection modules of the inference
engine,

Pending the succegsful outcome of
research into the "ideal lopic programming
language", =ee Robinson (1883), APL should
not be left on the sidelines when considering
the shorter term objectives of the Fifth
Generation project.
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