Abstract

This paper explores the effective use of Convolutional Neural Networks (CNNs) in the context of washed-away building detection from pre- and post-tsunami aerial images. To this end, we compile a dedicated, labeled aerial image dataset to construct models that classify whether a building is washed-away. Each datum in the set is a pair of pre- and post-tsunami image patches and encompasses a target building at the center of the patch. Using this dataset, we comprehensively evaluate CNNs from a practical-application viewpoint, e.g., input scenarios (pre-tsunami images are not always available), input scales (building size varies) and different configurations for CNNs. The experimental results show that our CNN-based washed-away detection system achieves 94-96% classification accuracy across all conditions, indicating the promising applicability of CNNs for washed-away building detection.

1 Introduction

In the event of catastrophic disasters such as an earthquake and subsequent tsunami, it is imperative to identify washed-away buildings quickly. To facilitate this process, pre- and post-tsunami aerial (or satellite) images are used along with pre-tsunami building maps.

However, currently, much of the identification is performed manually; i.e., by combing through pre- and post-tsunami images and checking an intimidating number of buildings in the images. This makes the process painstakingly slow and costly. In particular, for extensively devastated areas, it is no longer practical to obtain the results immediately after the disaster. Therefore, an automated damage detection system that is accurate and applicable at scale is indispensable.

Achieving an efficient damage detection algorithm has been difficult primarily because of the absence of both labeled datasets and effective feature extraction approaches for aerial or satellite images. Our contributions are as follows:

(1) For the scarcity of a labeled dataset, we construct a new benchmark dataset, the AIST Building Change Detection (ABCD) dataset. We intend to release this dataset to the public. The details are presented in Section 3.

(2) In terms of effective feature extraction, we harness Convolutional Neural Networks (CNNs). The efficacious use of CNNs for washed-away building detection is explored comprehensively (Sections 4 and 5).

2 Related work

Several studies have examined damage detection using aerial or satellite images [1, 2]. These studies used pre- and post-event satellite images to detect the changes caused by natural or anthropogenic disasters. Guéguen and Hamid [2] showed that their hand-engineered features (dedicated to encoding object shapes) outperformed CNN-derived features. However, they did not explore the use of CNNs in details;
in August 2000 at a resolution of 40 cm, and the post-tsunami archive [8]. The pre-tsunami images were acquired 66 km^2 pairs of pre- and post-tsunami aerial images covering the tsunami-affected areas from the PASCO image archive [8]. The resulting ABCD dataset comprised 10,777 pairs for fixed-scale (4,253 washed-away) and 11,394 pairs for size-adaptive and resized (4,546 washed-away). Some examples for fixed-scale are illustrated in Figure 2.

3.2 Derivation and details

Using the aforementioned sources, we cropped paired patches from pre- and post-tsunami images such that one patch enclosed a target building at its center. Note that a label assigned to each patch represents whether the target building is washed-away. Three patch sizes were prepared: fixed-scale, size-adaptive and resized. For fixed-scale, the resolution of the patches was the same as the original images, i.e., 40 cm/pixel. The patch size was set as 160 × 160 pixels in order to crop the images such that the buildings were displayed in a reasonable context. For size-adaptive, patches were cropped depending on the size of the target building. Specifically, the crop size was three times larger than that of each target building because in the case of fixed-scale, a very small building is likely to be less conspicuous within a patch; resized is simply the size-adaptive patch resized to 120 × 120 pixels.

The proposed system utilizes building maps to locate buildings in aerial images. We designed the CNN with regard to classification, i.e., it takes a patch (in pairs) as input and predicts whether a building at the center of the patch is washed-away. Formally, if \( x \in \mathbb{R}^{hwc} \) denotes the input patch, where \( h \) and \( w \) are the patch height and width, respectively, \( c \) is the number of channels, and \( y \in [0, 1] \) denotes the corresponding ground-truth binary label (washed-away or surviving), the CNN maps \( x \) to \( p(y | x) \).

As in typical classification networks, we place a logistic sigmoid layer as the final output layer for all the configurations (explained in Section 4.2). During training, we compute cross-entropy loss and minimize it for the remaining levels (except for “washed-away”) in aerial images.

3.1 Sources: a building map and aerial images

To establish a ground truth, we utilized the existing results of a post-tsunami survey. This survey result, created by MLIT (Ministry of Land, Infrastructure, Transport and Tourism) [7], is the outcome of an exhaustive investigation in the wake of the Great East Japan earthquake on March 11, 2011. The survey assessed over 220,000 buildings in the ravaged areas. Each building was assigned one of the seven designated damage levels (ranging from no-damage to washed-away). In the following experiments, these levels are reorganized into two levels, i.e. “washed-away” and “surviving”, because there is no visual difference between the remaining levels (except for “washed-away”) in aerial images.

In addition to the survey results, we obtained several pairs of pre- and post-tsunami aerial images covering 66 km^2 of tsunami-affected areas from the PASCO image archive [8]. The pre-tsunami images were acquired in August 2000 at a resolution of 40 cm, and the post-tsunami images were acquired within one month after March 11, 2011 at a resolution of 12 cm. The post-tsunami images were resampled to 40 cm resolution and each pair of images was georegistered.

3 Proposed framework design

4.1 Problem formulation

As shown in Figure 1, the proposed system utilizes building maps to locate buildings in aerial images. We designed the CNN with regard to classification, i.e., it takes a patch (in pairs) as input and predicts whether a building at the center of the patch is washed-away. Formally, if \( x \in \mathbb{R}^{hwc} \) denotes the input patch, where \( h \) and \( w \) are the patch height and width, respectively, \( c \) is the number of channels, and \( y \in [0, 1] \) denotes the corresponding ground-truth binary label (washed-away or surviving), the CNN maps \( x \) to \( p(y | x) \).

As in typical classification networks, we place a logistic sigmoid layer as the final output layer for all the configurations (explained in Section 4.2). During training, we compute cross-entropy loss and minimize it.
4.2 Configuration design of CNN

As mentioned previously, in practice, pre-tsunami images may be unavailable or not readily available. Thus, we consider the following two scenarios: pre-tsunami images are accessible \((c = 6)\) or not \((c = 3)\). For the latter, our CNNs are reduced to familiar networks \(\text{Figure 3b}\) such as AlexNet \([9]\) and VGG \([10]\); for the former, we evaluate two configurations on the basis of previous studies, i.e., \(6\)-channel \([4]\) and \(s\)iamese \([3, 4, 5]\) \(\text{Figure 3a}\).

The \(6\)-channel configuration considers two patches of an input pair as a \(6\)-channel image. Moreover, \(s\)iamese, as seen in \(\text{Figure 3}\), has two branches in the earlier layers, where each branch is responsible for each patch; the two branches join at a fully-connected layer in the later stage. In this study, the weights of the two branches are not shared because the appearance of pre- and post-tsunami patches is not similar \(\text{Figure 2}\). Under such circumstances, having two unshared branches is more favorable because it provides flexibility and encourages each branch to learn a specific representation \([5]\).

4.3 Patch scale

In a preliminary experiment, we observed that a CNN trained with the \(\text{fixed-scale}\) setting and one trained with the \(\text{resized}\) setting were complementary with respect to mistakes. Specifically, although these two networks had similar error rates, they tended to make different mistakes. For example, as shown in \(\text{Figure 4}\) \(\text{top}\), tiny buildings were likely to be correctly classified in the \(\text{resized}\) setting whereas sometimes misclassified in the \(\text{fixed-scale}\) setting \(\text{e.g.}, because of surrounding distractions\). The opposite was true for relatively large buildings \(\text{bottom}\). Consequently, we attempted to combine the two settings via an ensemble of predictions, i.e., by taking the mean of outputs from these two networks.

It is also possible for a CNN to have a multi-scale structure \([4]\). Such CNNs, \(\text{e.g.}, \text{central-surround}\), have two separate streams. Each of these streams \(\text{views}\ the center and the area surrounding of patches separately \(\text{Figure 5}\). Each stream can be replaced with any type of configuration shown in \(\text{Figure 3}\).

5 Experiments

5.1 Setup

We performed a 5-fold cross validation to assess the accuracy of all models for the ABCD dataset. Initially, the “surviving” class was under-sampled \(\text{at random}\) to obtain a balanced dataset. The balanced dataset was then randomly split into five non-overlapping folds of nearly the same size, where each fold was balanced with respect to the number of patches per class. At each run, four folds were used as the training set, and the remaining fold was used as the test set. The results reported were the average of five runs followed by the standard deviation.

We employed a previously proposed architecture \([11]\) as the base architecture for the CNNs. This network comprised four convolutional layers followed by two fully connected layers. A max pooling layer followed the first and second convolutional layers. Dropout was applied to the first fully connected layer. The nonlinear functions were all ReLU \([12]\). The hyperparameters such as kernel size, stride, number of units and dropout ratio were determined using Bayesian optimization \([13]\).

In these experiments, Stochastic Gradient Descent with a constant learning rate of 0.001, momentum of 0.9, weight decay \(\lambda = 0.005\) and mini-batch size of 100 was used to train the models. The weights were initialized randomly, and all models were trained from scratch. Each patch in the training set was normal-
Table 1. Accuracy for all applied CNN models

<table>
<thead>
<tr>
<th>Config.</th>
<th>Scale</th>
<th>1-stream, w/o aug.</th>
<th>2-stream, w/o aug.</th>
<th>1-stream, w/ aug.</th>
<th>2-stream, w/ aug.</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-ch</td>
<td>fixed</td>
<td>93.8 ± 1.9</td>
<td>94.5 ± 0.5</td>
<td>95.2 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>6-ch</td>
<td>resized</td>
<td>94.2 ± 0.7</td>
<td>94.7 ± 0.3</td>
<td>94.5 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>6-ch</td>
<td>ensemble</td>
<td>95.2 ± 1.0</td>
<td>95.3 ± 0.2</td>
<td>95.4 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>siam</td>
<td>fixed</td>
<td>94.6 ± 0.5</td>
<td>94.8 ± 0.3</td>
<td>94.8 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>siam</td>
<td>resized</td>
<td>94.4 ± 0.6</td>
<td>94.9 ± 0.4</td>
<td>94.9 ± 0.5</td>
<td></td>
</tr>
<tr>
<td>siam</td>
<td>ensemble</td>
<td>95.5 ± 0.4</td>
<td>95.4 ± 0.4</td>
<td>95.6 ± 0.3</td>
<td></td>
</tr>
<tr>
<td>post</td>
<td>fixed</td>
<td>94.4 ± 0.1</td>
<td>94.7 ± 0.5</td>
<td>94.7 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>post</td>
<td>resized</td>
<td>94.5 ± 0.6</td>
<td>94.5 ± 0.3</td>
<td>94.7 ± 0.3</td>
<td></td>
</tr>
<tr>
<td>post</td>
<td>ensemble</td>
<td>95.4 ± 0.4</td>
<td>95.1 ± 0.4</td>
<td>95.3 ± 0.6</td>
<td></td>
</tr>
</tbody>
</table>

5.2 Results and discussion

Table 1 summarizes the accuracy of different combinations of CNN configurations and input scales used in this study. In Table 1, “post” indicates “the case where only post-tsunami images are available”; “1-stream” and “2-stream” indicate CNNs without and with the central-surround structure, respectively. Overall, they all show reasonably good performance (roughly ranging between 94% and 96%), indicating the promising applicability of the proposed framework. Next, we discuss various aspects of the results.

Need for pre-tsunami images: First, using pre-tsunami images (cf. post vs. 6-ch or post vs. siam) did not produce a clear benefit. A possible explanation for this is that in the context of washed-away detection, there is a correlation between labels and the visual appearance of post-tsunami patches. For example, in most cases, “washed-away” patches would present an earthy, relatively uniform texture, whereas “surviving” patches would have a more heterogeneous appearance. Since such a correlation will generally hold true, this result is significant from an application perspective.

Method of treating patch pairs: Two-branch CNNs (siam) outperform one-branch counterparts (6-ch), suggesting that unshared siamese networks can be more suitable for washed-away building detection.

Patch scale: A CNN trained with fixed-scale and that trained with resized are expected to work complementarily (Section 4.3). The ensemble of these scales yields consistent improvement, as expected. The same is true for the superiority of multi-scale CNNs (denoted 2-stream) over 1-stream CNNs.

Augmentation: Simple data augmentation by flipping slightly improves the performance for all configurations (cf. “1-stream, w/o aug.” vs. “1-stream, w/ aug.”); however, this does not occur in the case for ensemble.

6 Conclusion

This paper analyzed the use of CNNs in the context of washed-away detection. We constructed a new labeled dataset and conducted a comprehensive study that considered input scenarios (availability of pre-tsunami images), CNN configuration (6-channel or siamese), and input scales (fixed-scale, resized, their ensemble and central-surround). Overall, the proposed CNN-based washed-away detection system demonstrated 94–96% accuracy.

In this study, we used existing building location information to apply the CNN to buildings in aerial images. In future, we intend to investigate CNNs that can detect and classify object instances in an end-to-end manner, as reported in [15] and [16].
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